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LOAD BALANCING OF A MULTIPROCESSOR COMPUTER SYSTEM
USING THE METHOD PARTICLE SWARM OPTIMIZATION

Abstract. The relevance of this research is determined by the increasing demands on the performance of multiprocessor
computer systems, which are widely used for processing large-scale data and solving complex computational tasks. Uneven load
distribution among processors often leads to resource underutilization, overload of certain nodes, and, consequently, a decrease
in overall system efficiency. The subject of the study is the process of load balancing in multiprocessor computer systems using
metaheuristic optimization methods. The purpose of the work is to develop and analyze a mathematical model of load balancing
based on the Particle Swarm Optimization (PSO) method, aimed at improving system performance and resource utilization
efficiency. The paper presents a mathematical model of the optimization process for task distribution across processors,
considering their performance and current workload. The results of simulation experiments confirm a reduction in the average
execution time of computational tasks and an improvement in load uniformity when applying PSO, compared to traditional
approaches. The conclusions highlight that the use of PSO is an effective and feasible solution to the load balancing problem in
multiprocessor computer systems. The proposed approach can be applied in cloud infrastructures, distributed environments, and
high-performance computing systems, where efficient resource allocation is a critical requirement.
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Introduction

Problem relevance. Modern computer systems and
cloud infrastructures are characterized by high levels of
complexity and dynamic computing processes [1-3]. In
such environments, the load on system nodes constantly
fluctuates due to varying user request rates, uneven
resource utilization, and unexpected peak loads [4-6].
Without an effective balancing mechanism, some servers
are overloaded while others remain underutilized [7].
This leads to a number of critical issues [8]:

— decreased system performance due to delays in
processing tasks;

—increased power consumption due to inefficient
resource utilization;

—risk of service failure due to overloaded
individual nodes;

— decreased system scalability and flexibility;

— degraded quality of service (Qo0S).

Load balancing is a complex optimization problem.
It involves distributing computing resources to minimize
system response time, maximize hardware utilization,
and maintain the stability of the entire infrastructure [9].

In cloud environments, this problem becomes even
more pressing due to the dynamic migration of virtual
machines, the heterogeneity of tasks, and the limited
resources of physical servers [10, 11]. Therefore, the
development and implementation of effective load
balancing algorithms, particularly those based on heuristic
and metaheuristic approaches, is key to ensuring the
reliability and efficiency of modern computer systems.
Traditional methods are not always able to find optimal or
even acceptable solutions within a reasonable timeframe
[12-16]. Therefore, metaheuristic approaches are
becoming increasingly popular. For example, the particle
swarm optimization (PSO) method, which models the
collective behavior of biological systems, is used [17, 18].

PSO, proposed by Kennedy and Eberhardt in 1995,
remains one of the most popular metaheuristic

approaches to solving optimization problems. In recent
decades, it has gained widespread adoption across
various industries, including engineering, machine
learning, signal processing, telecommunications, and
cloud computing.

Literature review. The literature review
considered hybridization with other methods. A
significant number of works are devoted to combining
PSO with genetic algorithms, differential evolution and
machine learning methods to improve accuracy and
convergence speed [19, 20].

To avoid premature convergence and falling into
local minima, strategies are being developed for
adaptively changing the inertial weight parameters and
the coefficients of the cognitive and social components
[21

Researchers point out that traditional PSO has
limited effectiveness in solving problems with a large
number of local extrema, so modifications are being
created that focus on finding a set of solutions [22].

PSO isincreasingly used for load balancing in cloud
computing and virtualized environments, which
improves performance and resource efficiency [23].

Modern research shows the high performance of
PSO in the tasks of optimizing neural networks, tuning
deep learning parameters, and controlling autonomous
cyber-physical systems [24].

A literature review has shown that the particle
swarm method remains relevant due to its ease of
implementation, versatility, and scalability. Algorithm
improvements are aimed at increasing robustness to local
minima, adapting to dynamic environments, and
applying it to computationally complex problems.

Therefore, the goal of this article is to study PSO
in solving the balancing problem in a computer system.

To this end, we propose solving the following
problems: load balancing problem in a multiprocessor
system; virtual machine placement problem in a cloud
infrastructure.
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1. Particle Swarm Optimization algorithm

To clearly illustrate the operating principle of the
particle swarm optimization (PSO), a generalized
flowchart of the algorithm is provided (Fig. 1).

Initialize
problem
Initialize
particles
Update
particles
Output best
solution

Fig. 1. Block diagram of the PSO

It reflects the main stages of computation: from
problem initialization and the formation of the initial
particle population to the process of iteratively updating
their positions. Verification of the convergence condition
determines the completion of the algorithm, after which
the initial solution is formed. This structure enables an
adaptive search for the optimal task distribution, oriented
both to the individual experience of each particle and to
the global knowledge of the entire population.

Let's consider the main stages of the algorithm.

1. At the initial stage, the task is initialized and the
objective function is determined, which in the case of
load balancing reflects the maximum execution time
among all processors.

2. Next, an initial population of particles is created,
where each of them encodes a certain variant of task
distribution.

3. At each iteration, the algorithm checks whether
the convergence of the solution has been achieved or
another stopping condition has been met. If not, then the
positions of the particles are updated taking into account
both their individual best experience and the globally
optimal solution.

4. After the iterations are completed, the best
solution found is selected and displayed, which ensures a
more even load distribution between the processors.

The essence of the PSO method is to use a set of
agents (particles) that move in a multidimensional search
space. Each particle represents a possible solution to the
problem and has its own speed and position. Each particle
remembers the best solution it found (pbest). The particles
are oriented to the best solution found by the entire swarm
(gbest). The movement of particles occurs according to a
formula that takes into account their previous speed, the
distance to the personally found best solution and the
globally best. Thus, the method balances between
exploitation (searching near already known solutions) and
exploration (exploring new areas of space).

The PSO is an effective tool for finding rational
solutions in complex multidimensional spaces. Table 1
shows the results of a theoretical study of the advantages
and disadvantages of using this method to solve the load

balancing problem in a multiprocessor system.

Table 1 — Advantages and disadvantages of using PSO
in load balancing

Aspect Advantages Disadvantages
Ease of implement- [Dependence on the correct
simolicit tation and minimal |choice of parameters
PUCIY | umber of parame- |(inertial weight, cognitive
ters to configure and social coefficients)
?cheipiiigo Possibility of premature
Speed g convergence to local
acceptable .
. minima
solutions
Efficient operation Increasing computational
in different ing compul
Scalability |environments - costs W.'th Increasing
dimensionality of the
from small systems roblem
to cloud computing P
Can be used for
different criteria  |Complexity in multi-
Flexibility |(latency, energy criteria problems without
consumption, modifications
bandwidth)
L:tst?nChﬁgtiig in Stochastic nature leads to
Resilience |9 g different results with
local extrema due -
. multiple runs
to collective search
Ability to adapt to |Need for reconfiguration
Dynamism (load changes in real \when the environment
time changes quickly
E‘?S'Iy combined Lack of mathematical
... |with other
Extensibility - guarantee of global
evolutionary and optimality
heuristic methods  |°P

2. Mathematical model PSO

In the context of optimization problems, a swarm is
represented by a set of particles, where each particle
corresponds to a possible solution to the problem.

A particle is characterized by two main parameters:

* current position in the multidimensional search
space xi(t);

* speed of movement Vi(t), which determines the
direction and intensity of position change.

The particle state is updated according to the
following equations [25]:

— speed update:

Vi (t+1) =w-y, (t)+°1'r1'(pbest_i =X (t))+

+Cy 1y - i =X (1)),

2 (gbest_l i ( )) 1)
where w — inertia coefficient that adjusts the effect of
previous speed; ci1, ¢; — learning coefficients (cognitive
and social components, respectively); ri, r, — random
numbers uniformly distributed in the interval [O; 1];
Prest i — best position of particle iii for the entire search

time; Quest i — best global position among the entire
swarm;
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— position update:
X (t+1)=x (t)+(t+1)-v; (t+1), @

Thus, the trajectory of each particle is formed under
the influence of its own experience and the experience of
the entire population. This allows the swarm to balance
local search (exploitation of known solutions) and global
search (exploration of new areas of space).

Analysis of the advantages and disadvantages of the
particle swarm method shows that this approach is one of
the most flexible and effective tools for load balancing
problems, especially in dynamic and scalable computing
environments. Its strengths are simplicity of
implementation, high convergence speed and the ability
to adapt to various objective functions. At the same time,
the method has a number of limitations associated with
the risk of premature convergence, parameter
dependence and stochastic nature of the results. Thus, the
use of PSO is appropriate in cases where it is necessary
to quickly find an approximate rational solution,
however, to increase the reliability and stability of the
results, the use of modified or hybrid versions of the
algorithm is often recommended.

3. The problem of load balancing
in a multiprocessor system

Consider a computer system with multiple
processors (or servers) (Fig. 2), each of which can
perform a certain amount of tasks [26]. The goal is to
distribute incoming tasks among the processors in such a
way as to minimize the execution time (make span) and
avoid overloading individual nodes.

~ )
Multiprocessor

System

Processor Processor
1 2

Processor Processor
3 4
| | | |
Memory| |Memory| |Memory Memory
1 2 3 4

Fig. 2. Computer system with multiple processors

- v

To create a mathematical model of the problem, it
must be formalized.

Let us have m processors and n tasks.

Let us denote the execution time of the j-th task on
the i-th processor as Tj;.

We need to find the following mapping of “tasks —
processors” to minimize the maximum load:

1= )

where J; — set of tasks assigned to a processor i.

Solution coding. In this model, each particle is a
vector of length n, where the element of the vector x;
corresponds to the number of the processor assigned to
the j-th task. For example, the vector [2, 1, 3, 2, 1]
corresponds to this distribution:

tasks 1 — processor 2;

tasks 2 — processor 1;

tasks 3 — processor 3;

tasks 4 — processor 2;

tasks 5 — processor 1.

Fitness function. The quality of the solution is
evaluated by the maximum load among all processors.
The smaller this value, the more balanced the task
distribution.

Swarm update. Particles change their distribution,
focusing on both their own best experience and the
globally optimal solution found by the entire population.

Example of work. Consider a system with three
processors and 5 tasks with durations: T = [10, 7, 6, 5, 8].

The initial distribution may be of the form:

P1 =110, 5] — 15;

P2 =7, 6] — 13;

P3=[8]—8,
where the maximum load is 15.

In the process of several PSO iterations, it is
possible to find other options, for example:

P1 = [10] — 10;
P2 =[7,8] — 15;
P3=1[6,5] — 11,

which again gives the maximum value 15.
The optimal distribution in this case will be as

follows Fig. 3:
P1 =110, 5] — 15,
P2 =7, 8] — 15,
P3=1[6] — 6,

which provides an even balance between processors with
the same maximum of 15, but with a reduction in the
disparity between the loads.

LOAD BALANCING

P2 P3
T2 ]
5 ]

15 15 6

Fig. 3. Optimal load distribution

In more complex cases with dozens of processors
and hundreds of tasks, the particle swarm optimization
method shows high efficiency, as it quickly finds a near-
optimal balance.

Thus, PSO allows you to automatically search for
the optimal distribution of tasks in the system, which
reduces execution time and increases the efficiency of
resource use.

The rapid development of cloud computing and the
growth of the number of users necessitates the effective
management of computing resources. One of the key
tasks in cloud infrastructure is the optimal placement of
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virtual machines (VMs) on physical servers, taking into
account the limited resources of the processor, RAM,
disk space and network bandwidth [27, 28]. Inefficient
distribution leads to overload of individual nodes,
reduced system performance, increased energy
consumption and reduced reliability of services [29, 30].

Optimization methods, in particular heuristic and
meta-heuristic approaches, are widely used to solve the
VM placement problem. Among them, the Particle
Swarm Optimization (PSO) method occupies a special
place due to its ability to quickly find solutions close to
optimal in complex multidimensional spaces. PSO
imitates the collective behavior of a swarm, where each
“particle” is a candidate solution, and the interaction
between them allows the system to adaptively balance the
speed of convergence and the quality of the obtained
results [31].

Applying PSO to the problem of virtual machine
placement allows you to reduce the energy consumption
of data centers, avoid server overloads, and ensure a more
even distribution of resources. This makes the method an
effective tool for supporting the scalability and reliability
of cloud services. Thus, the study of the use of the particle
swarm method in the context of optimizing VM
placement is relevant and has significant scientific and
practical interest.

Fig. 4 shows a flowchart of the operation of the
particle swarm method (PSO) for placing virtual
machines in a cloud infrastructure.

Initialize number of servers,
VMs and PSO parameters
y,

I

Generate initial population
AL J

!

Evaluate fitness
of each particle

I

Update velocities
and positions

Termination
criterion met?

[ Output best solution ]

Fig. 4. Algorithm of the PSO method
for placing virtual machines in a cloud infrastructure

The algorithm begins with the initialization of the
number of physical servers, virtual machines, and PSO

parameters. Next, an initial population of particles is
formed, each of which encodes a possible option for
distributing VMs between servers.

The next step is to evaluate the fitness function for
each particle, taking into account server overload,
resource utilization balance, and energy consumption.
After that, the particle velocities and positions are
updated according to the best individual and global
solutions. The algorithm continues the iterative process
until the termination criterion is met (reaching the
maximum number of iterations or swarm convergence).
As a result, an initial solution is formed that corresponds
to the optimal or close to optimal distribution of virtual
machines within the available server resources.

Problem statement for placing virtual machines in a
cloud infrastructure. A typical cloud infrastructure is
considered, consisting of a set of physical servers (hosts)
and a set of virtual machines (VMs), each of which has
its own resource requirements:

—H={hy, ..., hn} — a set of physical servers; each
server h has limited resources: CPU, memory, disk,
network bandwidth, which we will denote by a capacity
vector Cn = (C, P, Cime™, ...);

=V ={vy, ..., va} — multiple virtual machines; each
VM v requires resources r, = (1, ° %, r"e™, ..);

—the placement is specified by binary variables
Xvh € {0, 1}: xyn =1 if VM v hosted on the server h, else
Xvh = 0;

— for each VM:

2hen Xun =L ©)

— capacity constraints: for each server h and each
resource type r:

ZVEV r‘gr) Xyh < Cf(‘r)' 4)

Obijective function and optimization criteria. The
placement task has several goals at once:

1. Minimize server overload. One option is to
minimize the maximum CPU load (total time/load):
. cpu cpu _ cpu

min max P, P =% P . )

2. Balancing resource usage (CPU, memory). This

can be formalized as minimizing the variance/variation

of load between servers or minimizing the sum of
deviations from the mean:

2
cpu ycpu
2oheH (Lh -Ly ) +
_ 2|
+a2heH (L%mem B I_hmem)
(6)

where I — average load and a— weighting factor for
memory.

3. Minimizing  energy  consumption.
approach — minimize the number of active servers

A=Y Y Yne{01}. @)

shows whether the server is enabled and to connect yn
with xy,n using a condition

min

One
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vav,h < M ' yh (8)

(for big M). Then the energy component of the goal can
be, for example:

E=f e P vn+
+7'ZheH f(Lh) )

where Phid'e is base capacity of an active but partially

loaded server; f (L, h) is additional power from the load;
B, v is weights.

The trade-off between objectives can be
implemented as a multi-criteria optimization or an
aggregated objective function:

min

. (W -max_load +w;, -us _ balance +
min . ,
+W; - min_energy (10)
where w; — BaroBi Koedili€HTH, 10 BiIOOPaXKAIOTH

NPIOPUTETH OIlepaTopa XMapHOi maThopMH.

Notes on practical implementation:

 taking into account the discreteness of the
distribution and combinatorial complexity, the problem
is NP-hard, so for large instances heuristic and
metaheuristic methods are used (for example, PSO, GA,
Tabu Search, Simulated Annealing);

» when designing an algorithm, it is important to
consider adaptability to dynamic changes (appearance/
disappearance of VMs, variable loads) and the overhead
of VM migration (movement cost);

+ solution evaluation metrics should include not
only the time characteristics of the load, but also the costs
of migration and QoS restoration time.

Formalization of the problem of placing virtual
machines in a cloud infrastructure

In cloud data centers, it is important to ensure a
rational distribution of virtual machines (VMs) between
physical servers (hosts) [32]. Each server has a limited
number of resources, in particular, processing power
(CPU), random access memory (RAM), disk memory,
and network bandwidth [33]. The problem of optimal
VM placement can be presented in the form of
combinatorial optimization. TlozHa4yeHHs:

H = {hy, hy, ..., hn} — multiple physical servers;

V ={vl,v2,...,vn} — multiple virtual machines;

Ch=(C,P", Ci*™,...)) — server resources h;

Ry = (7", "™ ) — resources needed VM v;

Xvh € {0, 1} — location variable, equal to 1 if VM v
is located on server h;

yn € {0, 1} — server activity variable: y, = 1 if the
server is in use.

Limitation. Each virtual machine must be hosted on
the same server:

Dohen Xun =1 WveV. 1)

The load on the server should not exceed its
resources:
> o R <Cyy, VheH.

vev v

(12)

mem mem
ZVGVrV SCh “Yh» YheH. (13)

Obijective function. The goal is to simultaneously
achieve load balance and reduce energy consumption.
For this, a combined function is used:

F :vvl-max(L%p“)erz D ey Yn

heH .
5 — min,
. cpu _jcpu
+Wy zheH (Lh L
(14)
where L7 = Y ey 17" x,,, — server CPU load; L;P" —

average load across all servers; Y,en ¥n — number of
active servers (proportional to power consumption);
W1,W2,W3 — Weighting factors for balancing goals.

Thus, the model allows to minimize the overload of
individual nodes, achieve more uniform resource
utilization, and reduce energy consumption by turning off
inactive servers.

Conclusions

The particle swarm optimization method is an
effective metaheuristic optimization technique that
simulates the collective behavior of biological systems.
It allows to find acceptable and close to optimal solutions
in problems with a large number of variables and
complex constraints. In the load balancing problem, PSO
showed the ability to quickly find a uniform distribution
of tasks or virtual machines between system resources,
minimizing the overload of individual nodes.

Unlike classical methods, PSO does not require
derivatives of the objective function, which makes it
universal for various types of optimization problems -
from computer systems to cloud computing.

In the example with a cloud environment, the PSO
algorithm allowed to balance the use of resources (CPU,
memory), as well as reduce the number of active servers,
which can directly reduce the energy consumption of data
centers. Despite its advantages, the particle swarm
optimization method has some disadvantages: the
possibility of getting stuck in local minima and the
dependence on the choice of parameters (w,cl,c2).
Therefore, it is often combined with other optimization
methods to improve accuracy.

In general, PSO can be considered a promising tool
for resource management problems in computer systems
and cloud platforms, as it provides good convergence,
scalability, and ease of implementation.
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BanancyBaHHsI HaBaHTa)keHHs 6araTonponecopnoi KC 3 BUKOpHCTaAaHHSIM METOAY POI0 YACTHHOK
H.T. Kyuayx, O. IO. 3akoBoporaunii, }O. O. Annpycenko, B. O. Paguenxko, [I. O. Jlucnuns

AHoTanisi. AKTyaJdbHicTh J0CTiI)KEeHHSI 3yMOBJICHA 3pOCTAI0YNMH BUMOTaMH JI0 TPOLYKTHBHOCTI 0araTonpounecopHux
KOMIT' IOTEPHUX CHCTEM, II0 BUKOPHCTOBYIOTHCS UL OOPOOKH BEITMKHX OOCSTIB TAaHUX 1 BUKOHAHHS CKJIAJHUX OOYMCITIOBAIBHIAX
3aBmaHb. HepiBHOMIpHMII pPO3MONI HAaBaHTAXEHHS MDK IPOIECOpaMH MPU3BOAWUTE OO IPOCTOI0 YAaCTHHH PECypCiB,
MepeBaHTAXXEHHSI 1HITHX 1, sIK HACTIJOK, 0 3HKEHHS eheKTHBHOCTI cucTeMu. [IpeameTom nocaigkeHHs € mporec OaJaHCyBaHHS
HaBaHTAKEHHS y 0araTOIpPOIECOPHUX KOMIT IOTEPHUX CHCTEMax 3 BHKOPHUCTAHHSIM METAeBPUCTHIHMX METOJIB ONTHMIi3allii.
Meto10 po6oTH € po3poOka Ta aHai3 MaTeMaTHYHOI MOAENi OalaHCyBaHHS HABaHTAXCHHS i3 3aCTOCYBAaHHSIM METOJY POIO
gactuHok (Particle Swarm Optimization, PSO), mio 103Boisi€ MiIBHUIMMTH MPOAYKTHBHICTH CHCTEMH Ta €(EKTHBHICTH
BHKOpHUCTaHHs 1 pecypciB. Y poOOTi HaBeleHO MaTeMaTH4Hy MOJIENb MPOLeCy ONTUMI3aLil pO3MO/Iiy 3aBAaHb MiXk IPOIecOpaMu
3 ypaxyBaHHIM iXHBOI MPOJYKTHBHOCTI Ta MOTOYHOTO 3aBaHTaKCHHs. Pe3ylbTaTH MOJAENIOBAHHS MiATBEPKYIOTh 3MEHIICHHS
CepeHBOT0 Yacy BUKOHAHHS OOYNCIICHb 1 MiIBUIIEHHS PIBHOMIPHOCTI 3aBaHTa)KEHHS IIPOIIECOPIB MPH BUKOPHCTaHHI METOLY POIO
YaCTHHOK Yy IOPIBHAHHI 3 TPaJUIiHHUMHU MiIXoAaMH. Y BHCHOBKAX BiI3Ha4deHO, mo0 3acTocyBaHHA PSO € MOIinbHUM mis
BUpIIICHHS 3ajad OajJaHCyBaHHS HAaBAaHTKCHHS y 0araToIpOLECOPHHMX CHCTeMax. 3ampONOHOBAaHMH MiAXiJx MOXe 3HAHTH
3aCTOCYBaHHS B XMapHHX iH(PacTpyKTypax, PO3IOAUICHHX Ta BHCOKONPOAYKTHBHHX OOYHMCIIIOBAILHHX CEPEJOBHINAX, I
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