Advanced Information Systems. 2025. Vol. 9, No. 4

ISSN 2522-9052

UDC 510.83/.86: [004:658] (02)

doi: https://doi.org/10.20998/2522-9052.2025.4.05

Oleg Barabash?, Valentyn Sobchuk?, Andrii Sobchuk?, Andrii Musienko?, Oleksandr Laptiev?

1 National Technical University of Ukraine “lhor Sikorskyi Kyiv Polytechnic Institute”, Kyiv, Ukraine
2Taras Shevchenko National University of Kyiv, Kyiv, Ukraine
3 State University of Information and Communication Technologies, Kyiv, Ukraine

TOPOLOGICAL ASPECTS OF DESIGNING FUNCTIONALLY ROBUST
WIRELESS SENSOR NETWORKS

Abstract. Research objective: To develop and analyze topological approaches for constructing functionally stable
wireless sensor networks (WSNSs) that ensure uninterrupted monitoring and control under the influence of destabilizing
factors, particularly in critical infrastructure systems and the manufacturing sector. Research object: The operation and
management processes of wireless sensor networks, as well as their resilience to external and internal disruptions. Research
subject: The topological aspects of wireless sensor network design that impact their functional stability, including structural
self-organization, connectivity metrics, and mechanisms for minimizing data transmission collisions. Research results. This
article explores topological strategies for designing functionally robust WSNs in the context of monitoring and managing
facilities, especially within critical infrastructure and industrial environments. Key challenges such as high energy
consumption, latency, and vulnerability to interference are identified, necessitating thorough analysis at the design stage. The
significance of properly formulating the synthesis task and selecting appropriate performance criteria is emphasized to ensure
effective WSN operation. An analysis of existing systems based on current solutions highlights the capabilities of remote
control and monitoring. The study investigates the features and advantages of such networks, including self-organization,
energy independence, self-diagnostics, and scalability. However, it also reveals a low level of functional robustness in existing
hierarchical WSNs, due to a limited number of alternative routes, low vertex and edge connectivity, and a low probability of
connectivity between structural components. The proposed directions for further research include a comparative analysis of
topologies, development of modified topologies for WSNs in critical infrastructure applications, evaluation of their stability,
exploration of collision minimization mechanisms, and estimation of communication channel costs. The findings of this study

aim to enhance the reliability and efficiency of wireless sensor networks under challenging operational conditions.
Keywords: network topology; functional stability; wireless network; sensor network; structure synthesis.

Introduction

Among the general challenges of building wireless
sensor networks (WSNs), the task of managing and
monitoring both the target objects and the system
components themselves represents a central aspect in the
design and development of complex systems. Effective
control over key network performance indicators enables
optimized distribution of information flows, as well as
efficient management of data processing and
transmission channels with minimal consumption of
system resources. At the same time, it allows for various
forms of redundancy — both in components and resources
— to ensure stable system operation in the presence of
internal and external destabilizing factors.

However, implementing these tasks in practice can
be challenging due to the specific operational
characteristics of WSNs and the nature of the assigned
tasks. Therefore, it is essential to consider the individual
characteristics and operational conditions of each WSN
during the design stage, including potential negative
environmental influences.

Certain functional features of WSNs—such as high
energy consumption during data reception, processing,
and transmission; significant time delays caused by long
distances between nodes or transmission errors due to
channel noise; interference; or node malfunctions — can
adversely affect overall system performance. These
factors necessitate more in-depth analysis during the
planning and design phases.

One of the key approaches to studying the control
and operational processes of a WSN involves
formulating the synthesis problem and selecting

appropriate performance indicators and evaluation
criteria for the system under consideration.

Overview of sources by research topic. In [1],
algorithms for the synthesis of functionally stable
wireless sensor networks (WSNs) are presented;
however, the study does not address the topological
aspects and their influence on the design and operation of
such networks. The authors of [2] focus on the
architectures of information systems, network resources,
and network services, providing a conceptual foundation
for understanding how different WSN components
interact and how architecture influences their functional
stability.

In [3], a method for improving routing efficiency in
self-organizing networks is proposed — an approach that
is critically important for WSNss, as efficient and adaptive

routing significantly enhances functional stability,
especially under dynamic conditions.
A number of studies [4-9] explore the

mathematical and topological foundations of dynamical
systems, metrics, algebras, and impulse processes. These
works provide a theoretical basis for analyzing the
stability of complex technical information systems in
terms of their temporal behavior and response to external
influences.

Studies [10, 11] are dedicated to system analysis
and methods for ensuring the functional stability of
information systems, including those used in critical
infrastructure  and  industrial ~ processes.  These
contributions are closely related to the concept of
functional stability and its application to WSNs.

Article [12] presents an approach for enhancing the
functional stability of production processes using neural
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networks, demonstrating the potential of artificial
intelligence in improving WSN resilience. Furthermore,
the authors of [13] propose an Al-based algorithm for
detecting anomalies in network traffic—an essential
element in strengthening WSN cybersecurity. In [14], a
comprehensive intrusion detection system (IDS) for
I0T/lloT cybersecurity is introduced, based on the Zero-
Trust principle, highlighting the critical importance of
security in building functionally robust WSNs.

The reviewed studies cover a wide range of topics
related to the functional stability, optimization, and
security of information systems, including WSNSs.
However, they do not sufficiently investigate topological
features and their specific impact on the synthesis and
operation of functionally stable wireless sensor network.

Research results

Description of the properties of a wireless sensor
network. This paper addresses the general synthesis
problem for a wireless sensor network (WSN) based on
the self-organization of its structure and presents
calculations of specific performance characteristics of the
network according to the defined problem.

For analysis, a system used in the automation of
critical  infrastructure facilities and agricultural
production was selected. Its primary function is the
remote monitoring and control of production
environments. The solution is based on Advantech
technologies, including the ADAM-62xx Ethernet 1/0
series, wireless sensor nodes, and WebAccess 8.0
HMI/SCADA software. This setup enables users to
monitor and control the environment in real time via a
virtual control panel accessible from a PC, tablet,
smartphone, or other device.

The system incorporates a standalone set of
controllers and sensors (e.g., for temperature, humidity,
soil pH), as well as IP cameras, automatic dispensers,
ventilation units, and more. It also supports remote
monitoring and control through a custom-developed user
interface.

The remote monitoring and control system for
critical infrastructure facilities-essentially a wireless
sensor network, provides:

- remote monitoring of the temperature of the
processor, fan and other equipment parameters using the
system management and maintenance software client;

- use of awidget library and a dashboard editor to
customize a cross-platform dashboard page to display
dynamic data on end-user devices (PC, tablet,
smartphone, etc.);

- setting thresholds for temperature, humidity,
soil pH level, etc., as well as reading and transmitting
data from end nodes;

- analysis of measurement results, maintenance of
an archive of measurement results.

A feature of such a wireless sensor network is:

- the ability to self-organize and autonomously
operate the network in the event of a temporary or
complete failure of individual system elements;

- non-volatile operation over a long period of
operation, which is achieved by using autonomous power
supply (batteries) by the end nodes of the network;

- the presence of a built-in self-diagnostics
system;

- -the use of dedicated servers (main and backup)
for storing and processing the main observed parameters
of the studied environment; the possibility of using wired
and wireless methods of information transmission.

The advantages of this system are:

- -autonomous operation and self-organization of
the system in the event of failure of its individual
elements under the negative influence of external or
internal destabilizing factors before the intervention of
qualified personnel;

- remote management and monitoring of the state
of network elements to ensure timely analysis and change
of the limit values of the studied parameters if necessary;

- distributed analysis and processing of data, both
on dedicated servers and on end nodes.

Components of the system:

- wireless end nodes, concentrators, coordinators;

- dedicated servers for collecting and processing
information;

- software for data analysis and managing the
wireless sensor network.

It should be noted that this system can be scaled
(wireless sensor networks based on ZigBee or Threat
technologies support up to several hundred devices),
which will not negatively affect the overall efficiency of
network management and operation. However, the
analysis results show that these networks are characterized
by a low level of functional stability, namely:

- hierarchical construction of a wireless sensor
network (tree topology) with a small number of
alternative routes;

- low degree of vertex connectivity of the
structure x(G) < 2, which does not ensure the operation
of the system in the event of a complete or temporary
failure of more than two network elements;

- low degree of edge connectivity of the structure
A(G) < 2, which does not ensure the operation of the
system in the event of a complete or temporary failure of
more than three communication channels (CCh);

- low probability of connectivity of structural
elements, which does not allow maintaining its
connectivity under the influence of internal and external
destabilizing factors.

Comparative characteristics of the topology of
sensor wireless networks of critical infrastructure
facilities. That is why, to solve this problem, it is
necessary to adhere to the developed methodology for
ensuring the functional stability of a wireless sensor
network (analysis of the level of functional stability,
synthesis of the WSNs structure) at the stages of system
design and operation.

The choice of network topology can serve as an
additional factor that will help minimize energy
consumption, while leaving unchanged or maximizing the
range, without delay in data transmission. The best
characteristics of the network topology, in this case, are
obtained with a circular arrangement of network nodes (in
the center and at the ends of the diameter) [15]. In Fig. 1,
the vertices of the graph mean sensor nodes, and the edges
of the graph are communication channels between them.
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Fig. 1. Circular topology of a wireless sensor network

This arrangement of elements allows not only to
maintain the overall efficiency and reliability of the
network, but also requires a smaller number of elements
used in its deployment.

To calculate the number of network nodes in a
certain area (network coverage) according to the network
topology, we use the following formulas:

A
N, = 1.15 - 2o M
dsense
A
NS — 2total, (2)
dsense
A
Ny = 077 - 5, 3)
sense
M= () (o 1)
g stense dSenSe
L B
+ ( + 1) : ( ) 4)
stense dSenSe

where N is total number of wireless sensor network
elements; A;,:q IS total coverage area of the wireless
sensor network; a.ns. — distance between elements of a
wireless sensor network.

Formulas (1)-(4) allow you to calculate the total
number of network elements depending on the selected
topology, in particular, formula (1) for a triangular
network topology, formula (2) for a square network

topology, formula (3) for a hexagonal network topology
and formula (4) for a circular topology with a node in the
center. Taking into account the network topology, we
will calculate the number of elements that can be placed
on 1 ha. ZigBee technology (IEEE 802.15.4) has a range
of 10 to 100 meters, but it will be sufficient to consider
the smallest values with a placement interval of 10
meters. The calculation results are given in Table 1.

Table 1 — Calculating the number of network elements
based on its topology

Network Required number of network nodes
topology
r=10m r=20m | r=30m
Triangular 115 29 13
Square 100 25 12
Hexagonal 77 20 9
Circular with a
knot in the center ® 7 ;

Based on the data obtained, it can be concluded that
a circular topology with an additional node in the center
will require the least number of elements, which will
have a significant effect if significant network coverage
is required.

Assertion 1. The redundancy of the triangular
topology, compared to the circular one with a node in the
center, is estimated to be at least 31%.

This indicator is important not only from the point
of view of reducing costs, both time and financial, when
deploying a network, but also allows you to maximize the
network uptime.

Fig. 2 shows the dependence of the router's
operating time, which processes information transmitted
by network elements [16]. The above values clearly
demonstrate that with a larger number of network
elements, its overall operating time will decrease in
accordance with the router's electricity consumption
(power consumed in standby mode).
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Fig. 2. Dependence of the operating time of a router processing data on the number of network elements

Fig. 3, a presents a conventional layout of the
elements of a wireless sensor network for automation of

critical infrastructure facilities for the purpose of remote
monitoring and control of facility parameters, in which
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existing types of redundancy are used: in particular, an
excessive number of network elements, as well as
communication channels between them.
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Fig. 3. Conventional diagram of the location of wireless
sensor network elements and connections between them

Modified topology of a wireless network of
critical infrastructure facilities. The approach
described above can be quite expensive, as using each
additional sensor in the system will have low efficiency.
It is also very expensive to scale such a system.

In Fig. 4, after certain transformations (removal of
nodes) shown in Fig. 3, b, a modified topology of a
wireless sensor network is presented, covering the same
area, without a significant decrease in the efficiency of
the system, while using a significantly smaller number of
elements.
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Fig. 4. Modified topology of a wireless sensor network

nodes removed

This approach, in turn, allows you to optimize the
costs of implementation and operation, especially when
scaling the system.

It should be noted that in addition to the location of
network elements, the location of the end server to which
data is transmitted for further processing, as well as the
network coordinator, which is provided by most short-range
wireless data transmission technologies, is also important.
Let us consider topologies where vertices 1 and 9 were
selected as network coordinators. Fig. 5 shows possible
variants of the wireless sensor network topology based on
the self-organization of its structure in the automation of
critical infrastructure facilities for remote monitoring and
control of territories.

This topology involves the implementation of
coordinator nodes that serve to control and manage the
network, however, in the event of a failure of the selected
node, other nodes can perform this function to ensure the
normal functioning of the system as a whole. Such a scheme
for building a wireless sensor network has predefined
communication channels and actually has a hierarchical

structure (the head node is given). For clarity, such a
structure is presented in Fig. 6.

@ - final nodes Q-

Fig. 5. Diagram of connections between elements
of a wireless sensor network

coordinator

@ - final nodes Q-

coordinator

Fig. 6. Modified diagram of connections
between elements of a wireless sensor network

Stability analysis of a modified wireless sensor
network topology. Let us consider case b) of the network
element layout, and analyze its structure in more detail.
Let us analyze this structure of the proposed topology of
the wireless sensor network to provide a more detailed
assessment of the functional stability characteristics of
the system.

1. The initial structure of the presented topology is
(Fig. 6, b)) a hierarchical structure with defined
information transmission channels. The graph of the
structure is single-component, connected.

2. The number i of sensor node locations. The
structure consists of N = 17 network elements, which
includes end nodes and a defined coordinator.

3. Communication channels. In the presented
structure of the wireless sensor network, there are M =
16 communication channels. The adjacency matrix of the
graph is presented in Table. 2.

To estimate the probability of connectivity P;; the
value of the probability of the existence of communication
channels (the probability of information transmission
between adjacent v; and v; via communication channel
e;j) varies within p € [0,5; 0,95].

4. Indicators of functional stability. Vertex
connectivity measure y(G) and the edge connectivity
measure A(G): x (G) = 1, A(G) = 1.

5. Functional endurance reserve. Peak functional
endurance reserve Z, and rib margin of functional
stability Zg: Z, = 0; Z = 0.

6. Structural parameters of the graph: redundancy
coefficient, graph diameter, centrality coefficient.

31



Advanced Information Systems. 2025. Vol. 9, No. 4

ISSN 2522-9052

Table 2 — Location of elements of the selected topology WSN

Node No. | Local measure &; A%{gfﬁ:ﬁéo‘c
1 1 5
2 2 6,7
3 1 8
4 3 5,8,9
5 3 1,4,6
6 3 2,5, 10
! 2 2,10
8 2 3.4
9 2 4,14
10 2 6.7
1 1 12
12 3 11,13, 16
13 2 14,16
14 4 9,13, 15,17
5 1 14
16 1 12
17 1 14

Technological solutions for the application of
wireless sensor networks. A common solution in the
field of wireless sensor networks is to use the following
hardware solution:

- RISC processor with a frequency of 8 to
32 MHz;

- RAM capacity from 8 to 192 KB;

- External flash memory capacity from 0.5 to
8 MB.

Particularly important are the characteristics of
power consumption in different modes. Typical values
are given in Table 3.

Table 3 — Operating modes of WSN wireless modules

Operating Power Typical value,
mode designation mwW
Reception Py 52
Transmission P, 45
Processing P, 20
Sleep mode P, 0,03

Energy efficiency is determined by how rationally
a system uses the energy supplied to it from the outside.

Energy efficiency is determined by how efficiently
a system uses the energy supplied to it from outside

Wn
w4 wy,
where w;, this is energy that is used efficiently; w,, this
is unproductive energy consumption.

In general, a node in a wireless data collection
network can be considered operational as long as it is
capable of accurately reading sensor data, performing the
necessary computations, and transmitting the results to
the network. When designing and deploying such a

network, it is important to estimate the expected
operating time of each node before its battery requires
replacement. This requires identifying the key factors
that influence the duration of autonomous operation and
ensuring appropriate mechanisms are in place to notify
maintenance personnel when a sensor’s battery reaches a
critical charge level.

Knowing the initial battery energy E, and the
power P consumed by the device, we can approximately
estimate its life time using the formula

The end device is designed to read readings from
its own sensors and transmit them to the network. Its
main difference from a repeater is the lack of the ability
to transmit data from other devices through itself. When
using the event model or the scheduled transmission
model, it usually operates cyclically Fig. 7:
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Accepting
confirmation
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Fig. 7. End device operation cycle

where t, is the duration of one operating cycle of the
device [c]; Py is the average power consumed during data
transmission and subsequent acknowledgment reception
[W]; tf is the time spent on data transmission and
acknowledgment exchange [c]; P, is the power
consumption during data processing (e.g., reading sensor
values) [W]; t, is the total time required for reading
sensor data, processing it, and preparing it for
transmission [c]; P, is the power consumption in sleep
mode [W].

Itis assumed that t, + ty < t. meaning that the end
device has sufficient time to enter sleep mode during
each cycle.

Time spent transmitting all frames including
sending acknowledgements [17]

n n
ki = Z T4 + tACKZ Ai,
i=1

i=1

where 7; is time spent on transmitting one packet; t,cx —
is time required to send an acknowledgement for each
frame.

Mechanisms for minimizing data transmission
collisions in wireless sensor networks. The mechanism
for preventing collisions at the channel level involves the
use of a guard interval (also known as a backoff
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interval—a temporary delay before data transmission),
which ultimately increases the overall transmission
delay. Another important factor is the calculation of the
total probability of collisions during data transmission, as
well as the potential need to establish a connection
between nodes in advance (if required by the network's
communication services) and to periodically renegotiate
that connection at predefined intervals.

Due to the potential for significant transmission
delays, network elements may switch between different
operating modes to conserve energy, especially since
nodes rely on autonomous power sources. Moreover, a
given wireless sensor network node can receive data
addressed to it only during specific, periodically repeated
time windows when the node is in an active state. While
this approach helps reduce power consumption, it can
also increase the total time required for data exchange
between two nodes in the system [18]

t= tyac+7
where &y, is time required to implement data
transmission of the corresponding data link layer
protocol; T is average waiting time for a node to be active
to receive or transmit data.

When implementing the standard IEEE 802.15.4
[19] average data transmission time between two nodes
of the system, in a free communication channel,
according to [19] can be represented as

EMAC = Tbackoff + Taata + Tack + Tere-
where Tpackors 1S time backoff interval (default
2.368 mS); Ty4:4 1S data transfer time (4.256 ms); T, 1S
confirmation  transmission time, regarding the
establishment of a connection between a pair of nodes
(0.352 ms); T, is time to receive confirmation
(0.192 ms).

In the case where different frequency channels are
used for reception and transmission by a transit node (not
the source or final destination of data transmission) [30],
the throughput is approximately half of the possible data
transmission rate over a given communication channel.

If a scenario is implemented using different
frequency channels for data transmission, the possible
packet delay in one service phase can be determined

tnfmac = 2tyac-

The average waiting time for a network node to be
active T can vary depending on its size and the services it
uses [20].

Characteristics of packet retransmission in
wireless sensor networks. An equally important
indicator of the performance of a wireless sensor network
is the average number of packet retransmissions, which
may be due to collisions in the data transmission channel,
errors during reception and transmission of information,
data integrity violations, etc. Let b, and p, be the
probability of a bit error (BER — Bit Error Rate) and a
packet transmission error (PER — Packet Error Rate),
respectively. Based on the size of the packet length
(which depends on the service and technology of short-
range wireless data transmission), which is equal to L
bits, the probability of a packet transmission error
between network elements is equal to

Pe=1- 1- be)L-

As mentioned earlier, a packet transmission error
leads to its retransmission (if the service used requires it).
Retransmission improves network reliability, but
increases latency, which negatively affects the efficiency
of the network as a whole. That is why the maximum
number of data retransmissions can be limited to a certain
number of attempts K (including attempts to establish or
restore a connection with the corresponding network
node), after which the node is considered unavailable and
an attempt is initiated to establish an alternative route
between the nodes.

The average number of retransmission attempts can
be calculated as follows [21]

K-1
n, = Z ipe(1 — p.) + Kp¥.
i=1

Determining and minimizing the bit error rate
(BER) is a critical task in short-range wireless sensor
networks, as the data transmission environment is often
susceptible to errors and distortion caused by natural or
artificial interference and general signal instability. For
such networks, a commonly accepted threshold for the bit
error rate is no more than 1073 per bit, which is
considered acceptable in many practical scenarios.

However, in cases where a lower BER is required,
error correction mechanisms are typically employed.
These methods can reduce the number of bit errors by one
to three orders of magnitude. Nevertheless, the use of
error-resilient coding comes at a cost: increased
computational load, higher energy consumption, and a
reduction in data transmission speed by approximately
1.5 to 2 times. These trade-offs may not be acceptable in
all applications.

Experimental results on data transmission in
wireless sensor networks. In an experimental
environment during data transmission in a point-to-point
topology, it was found that when using noise-tolerant
coding, the bit error probability approximately reaches
the level of 107 — 10~7. However, in a more complex
topology, where message retransmission is possible, the
bit error probability increases, but usually does not
exceed 107> [22].

Assertion 2. During packet data transmission with
a packet length of less than 1 kbit, no more than 1% of
bits will be lost, which should not affect the efficiency of
the system.

Evaluating the cost of communication channels
in wireless sensor networks. The cost of the given costs
for communication channels is also a variable (this
implies the use of additional hardware modules to
establish 2 or more communication sessions at the same
time). The total cost of data transmission costs between
nodes of a wireless sensor network can be calculated as

N N
Ceen = ZZ Cij - a;j, (5)

i=1 j=1
where a;; is elements of the structure adjacency matrix;
C;; is cost of capital investment and operation of a direct
communication channel between sensor nodesv; and v;
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Cyj = (keap - lyy + C57°) - [hij/p), (6)
where k., s the capital investment required to establish
a single communication channel, depending on the
channel type; for calculations, it is assumed that k.., =
33,6 n.c.u. (nominal conventional units); [;; is the
distance between nodes v; and v;; h;; is the intensity of
information exchange between nodes v; and v;; p is the
bandwidth of a single communication channel; it is
assumed that p > hy;; C;°" is the operating cost of the
information transmission channel between nodes.

The redundancy coefficient of connections (the
ratio of the difference between the number of connections
in the structure M and the minimum required number
Mpin Of connections to ensure the connectivity of the
graph to the value M,;, is determined by the ratio
M- Mmin M

Mpm  N—1
where M,,;, = N — 1 is the number of edges of a tree
graph; N is the number of vertices of the graph. For the
graph (Fig. 6):

L (7

Kexces =

16
17 -1
The diameter of the graph characterizes the number

of communication channels included in the route of
maximum length

D= maxij{dij}! l!] = 1,_N, { i]: (9)
where d;; is the number of communication channels
included in the shortest route between v; and v;.

Considering that a wireless sensor network consists
of end devices, routers and coordinators, the set of

network devices V' can be divided into three subsets that
combine all elements of the sensor network [23]:

NcK, NcR, N cég,

where X is a subset of coordinators in the network; R is
a subset of routers in a network; € is a subset of end
devices in a network.

Then the total number of nodes in the network can
be described as

1=0. (8)

KEXCES =

n k r e

Nau:ZNi=Z]\G+ M‘FZNS,
=1 s=1

i=1 j=1 =

where k is the number of coordinators in the network;
r is the number of routers in the network; e is the
number of end devices in the network; JV; is the j-th
coordinator in the wireless sensor network; V; is the [-
th router of the network; JV; is the s-th terminal node
of the network.

Let the maximum distance between V; and 7V,
where JV; is in radio visibility 2V, is called the
communication radius R,.,4;, nodes JV;, and determines
the connectivity of a wireless sensor network node
(Fig. 8) [24].

Nodes JV; and JV; of a wireless sensor network can
have direct radio communication if and only if [25]

J\G € Mradio(:ND n ]\G € MTadiO(‘N})l

where M,q4,(2V;) is the set of radio neighbors.
In this case, two nodes are called neighbors if the
intersection of their radiuses is not an empty set

Ry(N) N Ry(;) # 0,

where R, (3V;) is the radius of action of the sensor node
N;; Rg(2V;) is the radius of action of the sensor node ;
foralli,j =1,2,..,n,i #j.

A connectivity-based criterion for the functional
stability of wireless sensor networks. For a complete
assessment of a sensor network from the point of view of
the theory of functional stability, it is necessary to
consider the criteria of network connectivity. Since the
implementation of functional stability is achieved by
using various, already existing types of redundancy
(functional, structural, temporal, informational, etc.) in
complex technical systems, it is necessary to ensure the
redistribution of network resources for its uninterrupted
functioning.

Fig. 8. Radio visibility zone of sensor network nodes

The relationship between the information
transmitted and received by the sensors is described by
the inverse square law [26].

Pnep
pog2r

By

Here P, is the power of the received signal, P, is the
power of the transmitted signal, d is the distance between
the receiver and the transmitter.

The distance between nodes can be estimated based
on the transmitter output power, receiver sensitivity, and
antenna characteristics, along with empirical data.
At the same time, it is important to consider that wireless
sensor network elements may be affected by radio
interference of both natural and artificial origin, which
can significantly impact the effectiveness of data
transmission and reception by reducing sensitivity.

The placement of WSN elements should be
carefully planned during the design phase and
subsequently refined during the initial setup and
operational stages to ensure maximum functional
stability — provided that all other system requirements are
also met.

Introducing various types of redundancy helps
maintain system performance even in the event of partial
failures of nodes or services.
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For theoretical estimations, the Friis free-space
equation is used

2
P.=P,+G, +G, +201g<E) —201gd.
or
_ PGeG A

1 |PG,G,
" (4nd)?

“an| B

where P, is the transmitter power; B. is the signal
sensitivity; G;, G, these are the gain coefficients of the
antennas for transmitting and receiving information; d is
the distance between nodes; 4 is the wavelength.

All elements of a wireless sensor network (WSN)
transmit information to a central gateway or a dedicated
server for data processing, enabling a wide range of
monitoring and control functions for individual network
components.

Let us examine in more detail the structural
criterion of WSN functional stability. Ensuring vertex
and edge connectivity of network elements requires
meeting specific technical parameters, particularly under
destabilizing conditions.

Quality criterion for WSN operation. One of the
key structural criteria for vertex connectivity is the
implementation of energy-saving mechanisms by WSN
nodes. As shown in [27], there is a direct relationship
between overall energy consumption and the number of
active nodes in the network. Therefore, it is essential to
reduce and optimize total energy usage in order to
maintain the network's functional stability and prolong its
operational lifetime.
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Fig. 9. Tracking a target moving along a given linear
trajectory by a wireless sensor network

One of the main criteria for the functioning of a
wireless sensor network is the period of its high-quality
operation. In situations where it is necessary to ensure
constant monitoring, such as monitoring and control of
industrial processes, monitoring the state of production
facilities or the environment. In this case, one of the key
indicators of the functioning of the sensor network is the
energy consumption of each of its components, to ensure
long-term autonomous and uninterrupted high-quality
functioning of the sensor network.

If we describe a wireless sensor network as a
directed graph, it is worth noting that the search for the
shortest data transmission route between nodes and
network components plays an important role. The energy
consumption of WSN elements can be conditionally
divided into use in standby mode and during
transmission/reception of information between nodes.

Let us assume that all nodes have the same energy
charge and spend an identical percentage of the charge
on data transmission and reception.

The goal, in this case, is to minimize the amount of
energy consumed during a more active phase of energy
consumption.

Let us describe the function that minimizes the
amount of total energy consumed in all nodes as [28]

Z €io — z Ei(ery = min ,

ieN €N,
i#n
where e;, is the initial energy indicator of node i for all
i € N (g9 > 0); Ej(er) is the energy indicator of node i in
time period t fori € N, t € T; i, j, k these are the indices
of the network nodes.
On the condition that

Z KXike _Zijt =0

ieN ieN

ij#k j#k
forall ik eN, t €T; k #s, k #n, where: X;,; is a
binary network status indicator equal to 1 if node i and j
are related in time period t; 0 otherwise; s is the index of
the source node for information transmission; N is the set
of network nodes; T is the set of time periods;

Xije — Xjie = 1
foralli,jeN,t €T,i+#j;

ZXS]‘t =1

JEN
j#s
forallt € T;

ZXint =1
ieN
i#n
foralli eN,t €T;
dij .ijt S ld

forall i,j €N, t € T, where d;; is the distance between
nodes i and j forall i,j € N;

Eiy—Ejpq1+cw- inﬂ + Ct'z dij Xije =0

JEN JEN

i#j izj
forall j €N, i #n, t €T, where: cw is the amount of
energy consumed by a node during activation for data
transmission or reception; ct is the constant rate of
energy consumption (power) during data transmission or
reception;

X;; € {0,1}
foralli,j € N;

E; =20

foralli e N, t €T.
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Data transmission reliability in wireless sensor
networks. As criteria for edge connectivity, we can
consider the reliability of data transmission, which is
expressed by the ratio of the number of lost and received
packets, and the useful bandwidth for operating network
elements.

When transmitting information between WSNs
nodes to the base station, some of them act as transit
nodes.

Each of the WSNs transit nodes contains a buffer
for storing a limited amount of received data to be
transmitted to the next node of the route.

The route as a whole is a multi-phase queuing
system formed by a sequence of models of individual
sections.

The probability of data packet loss during
transmission between WSNSs nodes can be defined as [29]

p=1- ﬁ(l—pi)-

In this case, p; can be defined as
1-p

2
——=np+1
1— pc,§+cs2

2 .,
. C2+CZ P
)

pi =

where C2 snd C2 are the quadratic coefficients of
variation of the distributions of the input data flow and
the service time for the i-th node; n, this is the buffer
size; p is the load of the i-th node.

The delivery route of data packets in a WSNs from
the data source S to the base station D may have several
transmission routes w formed by individual network
nodes.

The optimization problem for data transmission
with redundancy is formulated as follows. Let there be N
independent routes, each of which is described by vectors
(p;, E;, T;), along which a message consisting of k
packets needs to be sent. In this case, the transmission
error P,(k, N) must not exceed the specified value p. To
do this, you need to find the number of packets that will
be transmitted along each route, that is, find such a set
(n4,...,ny), (m; € N), for which the following
constraints will be satisfied:

1. Number of data transmission errors

P,(k,N) = P(ny,n,,...,ny) < p,

where the value of the function P depends on the selected
data transmission algorithm.

2. Total energy consumption during data
transmission
N
E(ny,ny, .., ny) = Z E;*n; » min ;.
i=1

3. Total message transfer time

T(ny,ny, ..., ny) = _ma>1(V{Ti +7-n;} > min .
i=1..

The probabilistic criterion states that the
connectivity probability of each pair of vertices must be
at least a given value to ensure the functional stability
property of the WSNS.

Conclusions

The results of the study make it possible to draw
key conclusions regarding the topological aspects of
constructing functionally robust wireless sensor
networks (WSNSs), addressing both current challenges
and potential solutions.

It was found that traditional hierarchical WSNs —
particularly those based on tree topologies-exhibit a low
degree of functional robustness. This limitation is due to
a restricted number of alternative routing paths, low
vertex and edge connectivity, and a reduced probability
of maintaining connectivity between structural elements
under destabilizing conditions. Such networks are unable
to operate effectively if more than two nodes or three
communication channels fail.

The study underscores the critical importance of
topological design in ensuring WSN resilience. Although
systems such as the examined Advantech solution
demonstrate partial self-organization and autonomous
operation during failures, their underlying topology
constrains overall system reliability. To develop truly
resilient WSNSs, the synthesis of network structures must
incorporate resilience-related indicators and criteria from
the design phase. This approach lays the foundation for
uninterrupted operation under both internal and external
threats.

The findings suggest that future research should
focus on designing and analyzing modified WSN
topologies, particularly for use in critical infrastructure.

This includes increasing vertex and edge
connectivity, expanding the number of redundant
communication paths, and implementing efficient
mechanisms for minimizing data transmission collisions.
These strategies will contribute to the creation of more
reliable and fault-tolerant systems for monitoring and
control.

The results of this work have practical relevance for
improving the efficiency and reliability of WSNs
deployed in critical domains such as infrastructure
automation, security and defense systems, and the
manufacturing sector. Topology optimization can help
reduce the risk of data loss, ensure process continuity,
and minimize resource expenditure for network
maintenance.

By implementing these strategies, wireless sensor
networks can attain enhanced functional stability,
making them well-suited for deployment in critical
infrastructure environments. The proposed topological
enhancements, energy-efficient protocols, and resilience
mechanisms ensure that such networks can maintain
operational integrity even under conditions of partial
failure, electromagnetic interference, or cyber threats. As
a result, the overall reliability, safety, and efficiency of
critical infrastructure operations can be significantly
improved.
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TonoJoriuni acnexkTn mody10BH GPyHKIIOHAIBHO CTIHKNX 6€3APOTOBUX CEHCOPHUX MepeK
O. B. bapa6am, B. B. Co6uyk, A. B. Co6uyk, A. I1. Mycierko, O. A. JlanTeB

AHoTanisi. Mera nociimkennsi: Po3poOka Ta aHami3 TOMOJNOTIYHHMX MiAXOMAIB J0 MOOYIOBH (DYHKI[IOHANIBHO CTIHKHX
0€e3/IPOTOBHX CEHCOPHUX MEPEeX 11 3a0e3nedeHHs Oe3repediiiHoro MOHITOPHHTY Ta YIIpaBlliHHS B YMOBaX BIUIMBY JiecTa0iTizyounx
(akTopiB U1 cCHCTeM KpUTHUYHOT iH(pacTpyKTypH Ta BUpoOHHYOro cektopy. 00’ ekt mocaimkenns: [Iporecn GpyHKIiOHYBaHHS Ta
YIpaBITiHHS OE3APOTOBHMH CEHCOPHUMH MEpPEKaMH, a TaKOX IXHsS CTIHKICTh O 30BHINIHIX Ta BHYTpimIHIX BIUmBiB. [Ipeamer
JgocaigkeHHs: TomonoriyHi acrekTr Mooy I0BU OE3APOTOBHX CEHCOPHUX MEPEIK, IO BIUTMBAIOTH HA TXHIO (PYHKIIIOHATBHY CTIHKICTB,
BKJIFOYAIOYH CaMOOPTaHI3allil0 CTPYKTYPH, OKa3HUKH 3B'I3HOCTI Ta MEXaHI3MH MiHIMi3aIlii Komi3iii mepenayi nanux. PesyabraTu
JOCJIi/KeHHs. Y CTaTTi pO3IIIAAAIOTECS TOTONOTIYHI aceKTH No0yRoBY (PyHKIIOHATEHO CTIHKHX O€3pOTOBHX CEHCOPHHUX MEpex
(WSNS) B KOHTEKCTi yHpaBIiHHSA Ta MOHITOPHHTY OO'€KTiB, 30KpeMa KPHUTHYHOI iH(QpPacTPyKTypH Ta BHPOGHHYOTO CEKTOPY.
Bu3Ha4aroThCsl KIIFOYOBI BUKJIMKH, TTOB'sI3aHI 3 BUCOKHMH €HEPrOBUTPAaTaMH, YaCOBUMH 3aTPUMKaMH Ta BPA3JIUBICTIO JI0 MEPELIKO/,
1110 BUMAraroTh JIeTaJIbHOTO aHali3y Ha eTari poeKTyBaHHs. HarosomuryeTsest Ha BayKJIMBOCTI TOCTAaHOBKH 3a/1a4i CHHTE3y Ta BUOOPY
KpuTepiiB s 3abe3nedeHHs epekruBHoro ¢ynkiionyBanus WSNS. [Ipencrasneno anaii3 icHyt04oi CHCTeMH Ha 0a3i CydacHHX
PpillIeHb, 110 AEMOHCTPYE MOKIIMBOCTI Bi/IAJICHOTO KOHTPOJIIO Ta MOHITOPHUHTY. JIoCIiPKeHO 0COOIHBOCTI Ta ITepeBark TAKUX MEPEK,
BKJIIOYAIOYM IXHIO 3[aTHICTh JIO CaMOOpraHi3amii, eHEeproHe3aJeXXHICTb, HAaSBHICTb CaMOJIarHOCTHKA Ta MOXJIUBICT
MacmtabyBaHHS. BogHOYac, BUSBIICHO HU3BKUI PiBEHBb (DYHKIIOHAIBHOI CTIHKOCTI icHyrounx iepapxigaux WSN uepes oOMexeHy
KUTBKICTB albTePHATHBHUAX MapIIPYTiB, HU3KY BEPIIHMHHY Ta PeOPOBY 3B'SI3HICTH, 8 TAKOXX HU3bKY HMOBIPHICTB 3B'S3HOCTI €IIEMEHTIB
CTPYKTYpH. 3ampoNOHOBAHO HAMPSMK{ MOJAABIINX AOCITI/DKEHb, 10 BKIIOYAIOTH MOPIBHAIBHMI aHaji3 TOIOJOTiH, po3poOKy
MonudikoBanux Tononoriit st WSNS 06’ ekTiB KpuTHaHOT iHPPaCTpyKTYpH, aHaIi3 IXHbOI CTIIKOCTI, @ TAKO)X BUBYCHHS MEXaHI3MiB
MiHiMi3amil KoJi3iii meperavi JaHUX Ta OLIHKY BUTPAT HA KaHaJH 3B'I3Ky. Pe3ynpraTt poboTH CipHATHMYTh HiBUILICHHIO HAaiHOCTI
Ta e()eKTUBHOCTI OE3APOTOBUX CEHCOPHUX MEPEXK Y CKIAIHUX SKCILTyaTalliiHUX YMOBaX.

KawuoBi ciaoBa: Tonosoris Mepexi; QyHKIIOHAIBHA CTIHKICTh; 6€31pOTOBa MEpeKa; CEHCOPHA MEPEXka; CHHTE3 CTPYKTYPH.
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