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STUDY OF METHODS FOR DETECTING OPTICAL MARKERS
IN THE SYSTEM OF HUMAN GAIT AND POSTURE ANALYSIS

Abstract. The study is dedicated to the relevant topic of automated detection of muscle imbalance and postural
deformities, which is particularly in demand among patients with orthopedic prostheses and in pediatric orthopedics. The
authors propose a portable monitoring system that uses computer vision methods to assess the level of the pelvis,
shoulders, and shoulder blades, ensuring the storage of photogrammetric data for subsequent analysis of rehabilitation
results. The purpose of the work is to study methods for detecting optical markers on the human body when analyzing
gait. The research tasks included conducting an analysis with a justification of the need to study computer graphics
methods in the context of photogrammetric systems used in rehabilitation orthopedics; studying the impact of color
characteristics of markers on detection accuracy; studying the impact of marker shape on detection accuracy; and analyzing
the obtained results. The subject of the study is computer graphics and machine vision methods for detecting markers on
the subject's body. The object of the study is photogrammetric technologies in orthopedics. As a result of the study, it was
established that the use of the HSV color format for marker detection demonstrates high accuracy and low error even under
changing lighting conditions. It was found that the shape of the marker affects detection accuracy, with the best results
shown by the square shape. The research results confirmed the feasibility of using photogrammetry methods to assess joint
asymmetry and muscle imbalance. Further research will focus on increasing the speed and accuracy of marker detection
with non-stationary camera placement and a complicated background.

Keywords: system; model; method; monitoring; rehabilitation; image; spine; analysis; anthropometry; baropodometry;
curvature.

functioning. From medicine to entertainment, from

Introduction industry to education, these technologies affect various

It is impossible to overestimate the role of computer
graphics and computer vision methods in modern life for
many fields. In the modern world, computer graphics and
computer vision methods are increasingly used in various
fields of life, significantly changing and improving their

aspects of our daily lives, contributing to efficiency,
accuracy, and safety (Fig. 1). The importance of these
methods lies in their ability to automate and improve
processes that previously required significant human
resources and were prone to high levels of errors.
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— understanding information (interactive educational
materials, process simulations, augmented reality, etc.).

Overall, computer graphics can help people better
understand information by making it more visual,
interactive, dynamic, personalized, and contextual.

Research task rationale

The medical field is one of the most striking
examples of the impact of computer graphics and
computer vision. The use of these technologies in
medical diagnostics improves the accuracy of disease
detection and treatment planning [1, 2]. For example,
research shows that machine learning algorithms can
successfully detect tumors at early stages by analyzing
medical images with accuracy that exceeds the
capabilities of traditional methods.

Table 1 — Medical directions and tasks solved
by using computer graphics methods

Tasks solved
by using optical systems
3D reconstruction of bones and joints,
surgery planning, implant modeling, trauma
and disease diagnosis, photogrammetry,
creation of 3D motion models [3, 4]

Medical
direction

Orthopedics

Cardiology Visualization of the heart and blood vessels,
blood flow analysis, anomaly diagnostics,
post-surgery condition assessment

Pulmonology |CT image analysis of the lungs, node and
tumor detection, lung tissue volume

assessment [5]

Otolaryngology | 3D reconstruction of the ear and nasal
sinuses, diagnostics of ENT diseases,
surgery preparation

Surgery Surgical planning, navigation during
operations, creation of virtual simulations
for surgeon training

Neurosurgery | Brain visualization, neurosurgical operation

planning, intervention navigation
Ophthalmology | Eye structure visualization, retina disease
diagnostics, eye surgery planning

Skin image analysis for cancer diagnosis,
neoplasm detection, skin condition monitoring
Tumor visualization, radiotherapy planning,
image analysis to evaluate treatment
effectiveness [6]

3D tooth scanning, orthodontic procedure
planning, model creation for implants and
prostheses

Ultrasound visualization for pregnancy
diagnostics and monitoring, pelvic organ
surgery planning

Visualization of kidneys and urinary tract,
stone and tumor diagnostics, urological
surgery planning

Dermatology

Oncology

Dentistry

Gynecology

Urology

Computer graphics revolutionizes medicine by
offering new and innovative methods for diagnostics,
treatment, and medical education (Table 1).

Among the key applications of computer graphics in
the medical field, we can highlight visualization of medical
images (such as X-rays, MRI, CT, etc.), simulation of
surgical interventions, development of personalized
medical devices based on the creation of 3D models (e.g.,
for subsequent 3D printing), medical education and

training (interactive educational materials for studying
anatomy, physiology, and surgical techniques, creating
virtual patients, etc.), and anatomy visualization [7, 8].

The last point mentioned, namely anatomy
visualization, is the focus of this study. Anatomy
visualization involves creating 2D and 3D models of
anatomical structures such as organs, bones, and
muscles using optical diagnostic and computer graphics
methods. Currently, the direction of orthopedics and
functional rehabilitation of those injured during and
because of military actions, as well as pediatric
orthopedics, is relevant for Ukraine.

The demand for functional rehabilitation of patients
with orthopedic prostheses in Ukraine is driven by:

—an increase in the number of people requiring
prosthetics due to the war in Ukraine;

—the imperfection of prostheses and the risks of
complications (even the most modern prostheses can be
heavy, uncomfortable, and not always meet all the user's
needs);

—improving the quality of life by helping people
return to work, study, sports, and other activities that
were available to them before the injury;

—economic benefits by ensuring people return to
working capacity.

The demand for pediatric orthopedics is driven by:

—changes in lifestyle (reduced physical activity in
children due to a sedentary lifestyle, fascination with
gadgets and computer games, increasing weight of
children);

—increased load on the spine (due to prolonged
sitting at a desk and carrying heavy backpacks);

—genetic predisposition (e.g., flat feet or hip
dysplasia may have a hereditary nature);

— insufficient prevention (failure to comply with
recommendations for preventive examinations of
children by an orthopedist, ignoring the first signs of
orthopedic problems).

Traditional examinations of children are conducted
by an orthopedist, while the progress of rehabilitation of
patients with orthopedic prostheses is assessed by an
orthopedist, physical therapist, and rehabilitation
specialist [7]. During physical examination and
assessment of the functionality of the spine and joints,
doctors assess movement limitations, pain and
discomfort during palpation, joint stability and
steadiness, motor abilities, the condition of the spine,
the level of the shoulder blades, shoulders, and pelvis,
which may be displaced from the norm due to various
physiological and biomechanical reasons (Fig. 2) [9].

Asymmetry of the pelvis, shoulder blades, shoulders,
and spinal curvature can have various physiological and
biomechanical causes, including but not limited to muscle
imbalance, postural disorders, injuries or diseases, uneven
load, and genetic factors. In the case of patients with
orthopedic prostheses, additional reasons related to
adaptation to the prosthesis may arise, such as uneven load
on the prosthesis and changes in posture to compensate for
its features. These changes can lead to uneven positioning
and functioning of the shoulder blades, shoulders, and
pelvis, complicating the rehabilitation process and
requiring an individualized approach to each patient.
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Fig. 2. Causes of asymmetry of upper trunk and pelvis joints

Assessment of shoulder, pelvis, and shoulder blade
asymmetry, the degree of spinal curvature, and muscle
imbalance can be performed using automated methods,

namely [10, 11]:
— computer tomography (CT);
— magnetic resonance imaging (MRI);
— X-ray,;
— Photogrammetry etc.

Technical means of
computer-optical methods of
gait analysis

Changes in the anatomical structure of the spine
can be examined by computer-optical video recording
of human movements, a characteristic feature of which

is the presence of only an optical communication
channel between the recording equipment and the
subject (Fig. 3).

This is the basic principle of photogrammetric

systems.

Recorders

Markers on the patient's body

Means of information
processing

Photo and video equipment

Active (light bulbs, LEDs,

ultrasonic sensors...)

Passive (colored markers,

reflective elements)

Gyroscopic sensors (no

registration device required)

Manual processing

Semi-automatic processing

Automatic processing

Fig. 3. Overview of computer-optical analysis of the subject's gait

75



Advanced Information Systems. 2025. Vol. 9, No. 3

ISSN 2522-9052

Detection of muscle imbalance [12-14] even
before the vertebrae are displaced from their natural
position in the frontal and sagittal planes is possible by
assessing dynamic baropodometry, as well as other
indicators of muscle activity [15, 16]. Early detection of
a possible cause of spinal curvature can have favorable
prognosis and prevent complications in the patient's
health. If we talk about the use of such platforms in the
rehabilitation of military men with orthopedic
prostheses, clinical examinations of the patient's gait
help to identify relevant symptoms and specific
compensatory reactions, the understanding of which is
important for further rehabilitation. An example is the
detection of osteoarthritis of the joints of a healthy limb,
which can develop in the case of unilateral amputation
of the lower leg.

Due to advantages such as low cost, portability
(possible use of regular cameras or smartphones), safety
(does not use ionizing radiation, unlike CT and X-ray),
speed, detail, and a number of additional capabilities
(generating not only 3D models but also texture maps,
depth maps, and other data), this study focuses on
photogrammetry. Aurtificial intelligence methods are a
modern mathematical apparatus used for analyzing
photogrammetric images and their preliminary
processing [17-20].

A generalized representation of the mechanism for
creating a clinical report [21] that supports various
image modalities with subsequent analysis, including
model-based analysis with artificial intelligence, is
shown in Fig. 4.
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Fig. 4. Mechanism for creating a clinical report based
on the analysis of medical images of various modalities

The disadvantage of photogrammetric systems is
lower accuracy compared to CT or MRI, so increasing
the accuracy of detecting and assessing the position of
the spine, shoulders, pelvis, and shoulder blades is a
relevant task.

The problem formulation

The purpose of the work is to develop an algorithm
for detecting markers on the body of the subject.

To achieve this goal, the following tasks must be
solved:

—conduct an analysis with the justification of the
need to study computer graphics methods in the context
of photogrammetric systems used in rehabilitation
orthopedics;

—study the impact of color characteristics of
markers on detection accuracy;

—study the impact of the shape of markers on
detection accuracy;

—analyze the obtained results.

Further research will focus on increasing the speed
and accuracy of marker detection under the condition of
non-stationary camera placement and a complicated
background, making the system autonomous through
calculations [22], for example, on programmable
microchips [23, 24].

Results and Discussion

Research #1. Analysis of the color characteristics
of markers.

The accuracy of determining the angle of
inclination of the pelvis, shoulders, and shoulder blades
depends on the accuracy of marker detection on the
body of the subject, which necessitates the following
studies (Fig. 5):

—the impact of choosing a color model
representation of the marker on detection accuracy;

—the impact of the shape of the marker on
detection accuracy;

—the impact of lighting quality in the room on
detection accuracy.

4 ¥

Fig. 5. Example of an image included in the control dataset

Detection based solely on color is based on the
operation of thresholding, using a certain color range.
After thresholding, a binary image is obtained, where
contours are found. For each obtained contour, its image
moments are calculated, through which the center of
mass and the center of the contour are obtained. If the
thresholding was not perfect, i.e., more contours were
found than expected, the most suitable ones are selected
depending on the task, for example, the largest by area.

In this study, two color representation formats are
used: RGB and HSV. The HSV color space can be
graphically represented as a cylinder in three-
dimensional Euclidean space in a polar coordinate
system, where Hue is the polar angle, and Saturation
and Value are radial coordinates forming the height and
width of the cylinder.

The algorithm (Fig. 6) begins with obtaining an
image with its subsequent conversion to the required
color format. Then, thresholding is performed within
predefined color ranges, followed by the application of
morphological operations to suppress residual noise
(Erosion operation) and restore remaining areas
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(Dilation operation). The image is segmented by
contours, which are then processed. If the necessary

number of contour centers is found, the angle between
them is calculated.
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Fig. 6. Algorithm for color detection
Research  #2. Analysis of marker shape but still does not effectively identify ellipses, so a more

characteristics.

For detection based solely on shape, the Canny
edge detector is used, which is defined by two
thresholding parameters that help filter out most edges
that are not marker edges. After obtaining a binary
image as a result of the detector, contours are found.
Next, for each contour, its approximation is calculated,
and the number of vertices remaining is checked, based
on which a conclusion is made about which figure was
found; for circle detection, the Hough Circle Transform
method can be used, which is a special case of Hough
Transforms, but this algorithm is not efficient enough in
this case because it requires quite a lot of computations
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heuristic algorithm was chosen.

To eliminate any potential overlap, the principles
laid out in [25] were adhered to.

The detection algorithm (Fig. 7) begins with
obtaining an image with its subsequent conversion to a
gray color format. The next step is applying the Canny
algorithm to highlight contours in the image. Next,
morphological operations are applied to enhance the
contours and close possible gaps in them (Dilation
operation). Shape contours are identified (algorithm in
Fig. 8). When contours with the desired shape are found,
their centers are located, and the angle between them is
calculated.
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Fig. 7. Algorithm for shape detection
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Fig. 8. Algorithm for shape identification

The evaluation criteria for the research results were
accuracy and detection error, which are calculated
according to formulas (1) and (2) respectively:

a_d=f_d/f_t *100%; )

e_r=f_md/f_d *100%, 2

where a_d is the effectiveness or accuracy of detection,

f d is the number of frames correctly detected, f t is

total number of frames in the video, f_md is number of
frames detected incorrectly, e_r is detection error.

The results are presented in the layout displayed in
Table 2.

Table 3 — Results of marker detection on a simple scene, RGB

Table 2 — Format of presenting results

Marker detection accuracy without additional lighting, %
Marker detection accuracy with additional lighting, %
Marker detection error without additional lighting, %
Marker detection error with additional lighting, %

Analyzing the results of Tables 3 and 4, which
present the results of experiments on marker color
analysis, it is evident that detection accuracy using the
HSV format under any lighting conditions is over 98%
with an error of less than 0.6%, demonstrating detection
stability and invariance to lighting conditions.

Color/Shape Octagon Rectangle Circle Triangle
Blue 53.25% 17.50% 42.74% 46.22% 22.66% 38.44% 41.95% 11.96%
62.34% 56.35% 37.46% 89.74% 25.81% 69.55% 50.39% 48.75%
Orange 72.93% 82.69% 62.57% 82.65% 66.67% 76.22% 47.15% 88.83%
6.64% 18.68% 1.85% 11.13% 1.75% 24.11% 1.38% 11.77%
Green 35.38% 85.79% 70.77% 98.74% 51.11% 66.72% 49.48% 75.34%
0.39% 0.00% 1.42% 0.00% 2.98% 0.46% 1.49% 0.60%
Yellow 95.84% 100.00% 93.04% 100.00% 95.92% 100.00% 91.71% 100.00%
0.28% 0.13% 0.16% 0.16% 0.33% 0.46% 0.00% 0.00%
Table 4 — Results of marker detection on a simple scene, HSV
Color/Shape Octagon Rectangle Circle Triangle
Blue 87.97% 95.42% 100.00% 99.85% 95.91% 100.00% 89.11% 81.32%
0.00% 0.00% 0.00% 0.00% 2.90% 2.02% 0.00% 0.00%
Orange 100.00% 100.00% 100.00% 100.00% 100.00% 100.00% 100.00% 100.00%
0.57% 0.00% 0.43% 0.00% 2.18% 0.41% 0.00% 0.00%
Green 100.00% 100.00% 100.00% 100.00% 100.00% 100.00% 100.00% 100.00%
0.28% 0.00% 0.00% 0.00% 1.39% 0.31% 0.00% 0.00%
Yellow 100.00% 100.00% 100.00% 100.00% 100.00% 100.00% 100.00% 100.00%
0.27% 0.53% 0.15% 0.00% 0.31% 1.08% 0.00% 0.00%

The results also showed that both the accuracy
(62.07% without additional lighting, 73.19% with it)
and the error (12.17% and 20.74% respectively) when

using the RGB format are somewhat worse under any
lighting conditions, which may be due to the complexity
of selecting a suitable color range simultaneously for the
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scene with and without additional lighting. Analyzing
the results of Tables 5 and 6, it can be seen that the use
of the HSV color format for a complex scene still
demonstrates quite high detection accuracy (67.05%),
especially with additional lighting (86.54%), and
relatively low detection error (5.57% and 0.21%
respectively). Detection results using the RGB format
show a fairly high error on the scene without additional
lighting (11.06%), given the low detection accuracy
(5.90%) and below-average accuracy (42.21%) with

relatively low error (1.44%).

In both cases, the reduction in accuracy is expected
because background objects in a complex scene have a
wide color palette, requiring narrowing the color range
for detection. Thus, using the HSV color format, as in
the case of a simple scene, shows better results than the
RGB format. From the summary graphs in Fig. 9, in all
cases, the HSV color format shows better results, and in
the case of a simple scene, the detection accuracy is
almost 100% with almost no false detections.

Table 5 — Results of marker detection on a complex scene, RGB

Color/Shape Octagon Rectangle Circle Triangle
Blue 0.00% 32.34% 1.90% 41.23% 37.64% 47.11% 3.85% 7.59%
0.00% 0.00% 16.67% 2.76% 3.00% 0.50% 30.00% 3.51%
Orange 0.00% 78.03% 0.00% 64.04% 8.99% 24.67% 0.00% 52.22%
0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00%
Green 0.00% 52.83% 1.40% 47.05% 40.24% 64.28% 0.00% 11.03%
0.00% 0.26% 25.00% 0.49% 2.24% 0.16% 0.00% 0.00%
Yellow 0.38% 75.88% 0.00% 38.16% 0.00% 10.24% 0.00% 28.74%
100.00% 0.49% 0.00% 1.88% 0.00% 12.90% 0.00% 0.00%
Table 6 — Results of marker detection on a complex scene, HSV
Color/Shape Octagon Rectangle Circle Triangle
Blue 52.12% 95.54% 98.73% 100.00% 87.24% 94.21% 73.59% 84.02%
0.00% 0.00% 1.12% 0.00% 2.59% 0.00% 0.70% 0.00%
Orange 46.63% 96.76% 92.89% 99.15% 88.92% 95.70% 72.47% 80.03%
0.00% 0.00% 0.00% 0.00% 0.36% 0.00% 0.00% 0.00%
Green 69.21% 93.10% 98.43% 76.25% 90.84% 92.21% 50.32% 23.04%
0.22% 0.00% 0.00% 0.30% 1.65% 0.00% 1.03% 0.00%
Yellow 18.64% 87.50% 54.12% 99.40% 74.24% 93.06% 4.37% 74.71%
72.73% 2.71% 4.13% 0.00% 4.26% 0.00% 3.13% 0.34%
e Ve detection & error (Color-Simple) o DVE detection & error (Color-Complex)

5% 3%

50% 50%

25% 23%

Bl e A B B
0% — 0% I_w—l |—°"‘|
Accuracy Error Accuracy Error
ORGB [RGB +Light OHSV [I1HSV + Light ORGB [RGB+ Light @MHSV CIHSV + Light

Fig. 9. Average detection accuracy and error by color format

Analyzing the results of Tables 7 and 8, which
present the results of experiments on marker shape
analysis, the octagon shape has the worst performance
in all cases. This can be explained by the fact that at a
distance from the camera, the edges of the octagon are
not very clear, making it look like a circle.

The results also showed that the square shape has
the highest detection accuracy among all shapes. This
may be due to the simplicity of the shape, making it
easier to identify. It is also noteworthy that blue and
orange markers show better results in both scenes.

Thus, analyzing the difference between RGB and
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HSV formats when using the color detection algorithm,
even when considering a simple scene, the average
detection accuracy using the RGB format is 67.63%

Table 7 — Results of marker detection on a simple scene

with an error of 16.46%, while the average detection
accuracy using the HSV format is 98.42% with an error
of 0.40% (+30.79% and -16.06% respectively).

Color/Shape Octagon Rectangle Circle Triangle
Blue 8.99% 20.28% 87.92% 100.00% 82.89% 93.21% 88.78% 100.00%
1.54% 8.90% 0.00% 0.00% 2.12% 2.17% 0.18% 3.44%
Orange 5.13% 14.96% 59.10% 96.83% 47.74% 86.89% 74.71% 97.28%
13.89% 2.48% 0.00% 0.00% 3.05% 0.00% 3.93% 0.59%
Green 3.34% 10.69% 21.35% 62.78% 36.43% 43.25% 17.58% 60.99%
0.00% 10.13% 6.71% 0.89% 0.76% 0.35% 19.33% 8.09%
Yellow 0.00% 0.00% 6.51% 90.64% 0.00% 0.00% 0.31% 0.15%
0.00% 0.00% 2.33% 0.00% 0.00% 0.00% 100.00% 100.00%
Table 8 — Results of marker detection on a complex scene
Color/Shape Octagon Rectangle Circle Triangle
Blue 8.14% 19.21% 37.18% 77.22% 24.56% 65.64% 32.05% 55.39%
4.00% 0.00% 1.28% 0.00% 1.97% 0.00% 1.20% 0.96%
Orange 6.00% 11.51% 33.60% 65.25% 25.04% 71.37% 38.09% 51.78%
0.00% 3.64% 0.00% 0.00% 0.00% 0.00% 0.00% 1.14%
Green 0.00% 0.14% 39.79% 72.54% 0.30% 26.38% 0.13% 3.63%
0.00% 0.00% 0.00% 0.32% 0.00% 0.00% 0.00% 3.85%
Yellow 0.00% 0.00% 58.08% 98.68% 0.00% 0.00% 0.00% 0.00%
0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00%
This can be explained by the structure of each  representation invariant to lighting changes, provided

format: the RGB format has 3 channels, each of which
is responsible for all color characteristics at once; HSV,
in turn, has 3 channels, each of which is responsible for
a separate color characteristic, making such color
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the range is well chosen. Thus, the HSV format is better
suited for color marker detection. When analyzing shape
recognition results, the octagon shape has the worst
performance in all cases (Fig. 10).
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Fig. 10. Average detection accuracy by shape

This can be explained by the fact that at a distance
from the camera, the edges of the octagon are not very
clear, making it look like a circle. Higher video quality
and closer proximity to the camera might hypothetically
solve this problem, but with constant zooming in and
out, it is better to avoid using markers of such shape.
Among different shapes, the square shape shows the
highest recognition efficiency. This may be due to the
simplicity of the shape, making it easier to detect. It can

also be seen that the color of the marker also affects
detection accuracy. For example, blue markers have
better results in both scenes. Therefore, when using the
shape recognition algorithm, it is desirable to choose the
marker color so that it stands out as much as possible
against the background, i.e., to have a clear transition
line. When comparing the two algorithms, in all cases,
color detection using the HSV color format has higher
accuracy.

80



ISSN 2522-9052

CyuacHi inpopmariitai cucremu. 2025. T. 9, Ne 3

Conclusions

The authors propose a portable monitoring system
that uses computer vision methods to assess the level of
the pelvis, shoulders, and shoulder blades, ensuring the
storage of photogrammetric data for subsequent analysis
of rehabilitation results. The work achieved its objectives:
an analysis with a justification of the need to study
computer graphics methods in the context of
photogrammetric  systems used in rehabilitation
orthopedics was conducted; the impact of color
characteristics of markers on detection accuracy was
studied; the impact of marker shape on detection
accuracy was studied; an analysis of the obtained results
was performed. The study established that the use of the
HSV color format for marker detection demonstrates high

accuracy and low error even under changing lighting
conditions. It was found that the shape of the marker
affects detection accuracy, with the best results shown by
the square shape. The research results confirmed the
feasibility of using photogrammetry methods to assess
joint asymmetry and muscle imbalance.

Further research will focus on increasing the speed
and accuracy of marker detection with non-stationary
camera placement and a complicated background.
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Jocix:keHHs] MeTOiB BUSIBJeHHSI ONTHYHUX MapKepiB B cUCTeMi aHATI3y X0H TA MOCTABHU JIOAUHHI
O. IO. bapkosceka, A. A. Kosanenko, JI. I'. Omniitauk, O. B. Pyckix, P. Sedlacek

AHoTanisi. PoGora mpHcBsiYeHa aKTyanbHii TeMi aBTOMaTH30BaHOTO BHSIBJICHHsS M S30BOr0 JAucOaiaHcy Ta
BUKPHBJICHHS ITOCTABH, 110 € 0COONMBO 3aTpeOyBaHUM cepell OPTONMPOTE30BAHUX MALEHTIB Ta B AUTsUiil opronenil. ABTopamu
3anMpoNOHOBAHA [TOPTATHBHA MOHITOPUHIOBA CUCTEMA, SIKa BUKOPHCTOBYE METOIH KOMI'IOTEPHOTO 30pY JUIsl OL[IHKU PiBHS Ta3y,
IUIe4ell Ta JIOMaToK, 3abe3mnedye 30epiraHHs (pOTOrpaMMETPUYHUX AaHUX JUIS MOJNAIBIIOTO aHAN3y pe3yNbTaTiB peadimiTarii.
MeTol0 po6OTH € JOCII/DKEHHS METOJIB BHSBIEHHS ONTHYHMX MapKepiB Ha Tl JIOAWHM IIPU aHANi3y XOAW. 3agadyaMu
JOCJiI:KeHHsT OyJIO TPOBEICHHS aHaNi3y i3 OOIPYHTYBaHHSIM 3aTpeOyBaHOCTI AOCIIIKEHHS METOJIB KOMI IOTEPHOI rpadiku B
KOHTEKCT1 (hOTOTpaMMETPHYHHX CHCTEM, 1[0 BUKOPHCTOBYIOTHCS B pealOlmiTalliifHiil opTomeii; OCTiKEHHS BIUIMBY KOJIPHUX
XapaKTePUCTHK MapKepiB Ha TOYHICTH iX JCTEKTYBAHHI; AOCITI/PKSHHs BIUTMBY (OPMHU MapKepiB Ha TOUYHICTH iX JETEKTyBaHHS;
aHali3 OTPUMaHMX pe3yJbTariB. [IpenMeToM MOCITIHKEHHS € METOAM KOMIT'IOTepHOi Tpadiku Ta MAIIMHHOTO 30pY Ui
JICTEKTYBaHHsI MapkepiB Ha Tili obcrexxyBanoro. OOG'ekToM mocnmikeHHs € (GoTorpaMMeTpuuHi TexHosorii B opromernii. B
pe3yJbTaTi JocTailKeHHs] OyJO BCTaHOBJIEHO, IO BHUKOPUCTaHHS KomipHoro dopmaty HSV mnst nerextyBaHHS MapkepiB
JIEMOHCTPY€E BUCOKY TOYHICTH i HM3bKY IOXHOKY HaBITh B yMOBaX 3MiHHOTO OCBITJICHHA. Byio BHsBIEHO, MO GopMa Mapkepy
BIUTMBAE HA TOYHICTH JETEKTyBaHHS, IPHIOMY HaHKpalli pe3yibTaTH AEeMOHCTpye (opma kBaapaTy. Pesymbratn mocmigkeHb
MiATBEPIMIIH JOUUIGHICTE BUKOPHCTAHHS METOIIB (OTOrpaMMeTpii Il OLIHKK acUMETpii Cyrao0iB Ta M’SI30BOTO JHCOaIaHCYy.
Homanbmi mocuigxeHHs OyIyTh 30cepe/pkeHI Ha 30UTBIIEHHI IMIBUAKOCTI Ta TOYHOCTI JETEKIil MapKepiB 3a YMOBH
HECTAI[lOHAPHOTO PO3TAIIYBaHHS KaMep Ta YCKIAIHEHUM (hOHOM..

KawuoBi cioBa: cucrema, MoJeNb, METOJI; MOHITOPHHT; peabimiTaiis; 300paXeHHs; XpeOeT; aHali3; aHTPOIIOMETPIs;
0apoIoIOMETpisi; BUKPUBIICHHS.
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