Advanced Information Systems. 2025. Vol. 9, No. 3

ISSN 2522-9052

UDC 004.932

doi: https://doi.org/10.20998/2522-9052.2025.3.02

Hennadii Khudov?, Oleksandr Makoveichuk?, Irina Khizhnyak?, Valerii Varvarov?, Fedir Zots!

1lvan Kozhedub Kharkiv National Air Force University, Kharkiv, Ukraine
2 Academician Yuri Bugay International Scientific and Technical University, Kyiv, Ukraine

EXPERIMENTAL STUDIES OF THE IMAGE SEGMENTATION METHOD QUALITY

FROM UNMANNED AERIAL VEHICLES BASED ON THE ANT COLONY
OPTIMIZATION ALGORITHM UNDER THE INFLUENCE
OF ADDITIVE GAUSSIAN NOISE

Abstract. The subject matter of the article is experimental studies of the image segmentation method quality from UAVs
based on the Ant Colony Optimization algorithm under the influence of additive Gaussian noise. The goal is to reduce the
probability of first and second type errors in image segmentation by applying a segmentation method based on the Ant Colony
Optimization algorithm under the influence of additive Gaussian noise. The tasks of the study are to evaluate the robustness
and accuracy of the image segmentation method based on the Ant Colony Optimization algorithm under varying levels of
additive Gaussian noise, and to compare its performance with the classical Sobel filter—based segmentation approach. The
methods used are digital image processing techniques, statistical analysis of segmentation quality, implementation of the Ant
Colony Optimization algorithm for image segmentation, modeling of noise-contaminated conditions, and comparison of
segmentation errors of the first and second kinds. The following results are obtained: the method based on the Ant Colony
Optimization algorithm demonstrates superior noise resistance and maintains higher accuracy than the Sobel filter approach.
Specifically, it reduces first-kind segmentation errors by 14-23% and second-kind errors by 9-17%, depending on the level of
noise. Visual and quantitative analysis confirms the effectiveness of the proposed method in processing UAV-acquired
imagery affected by additive Gaussian noise. Conclusions. The experimental findings confirm that the method based on the
Ant Colony Optimization algorithm outperforms conventional edge detection techniques, particularly under noisy conditions,
providing improved accuracy and robustness across a range of noise intensities.

Keywords: UAV imagery; image segmentation; additive Gaussian noise; Ant Colony Optimization algorithm; quality of

segmentation; errors of the first and second kinds.

Introduction

Formulation of the problem. In the current context
of rapid development of unmanned aerial vehicles
(UAVs), the need for effective methods of processing the
captured images is increasing to solve a wide range of
tasks. Such tasks may include monitoring, mapping, agri-
visualization, object detection, and others [1]. One of the
key stages in the analysis of UAV-acquired images is the
segmentation stage. This stage enables the identification
of areas and/or objects of interest in UAV imagery [2].
However, the quality of segmentation largely depends on
the presence of noise, which often arises during image
acquisition in real-world conditions. Moreover, the
specifics of UAV imaging introduce several additional
factors that contribute to the occurrence of noise. Among
these factors are [3, 4]:

—vibrations, which can cause micro-shifts in the
image even in the presence of gyroscopic stabilization;

— weight and size limitations, which necessitate the
use of small sensors with a lower signal-to-noise ratio;

— insufficient lighting, as sensors receive fewer
photons in low-light conditions, increasing the noise-to-
signal ratio;

—video or photo compression, which is often
performed in real time, leading to the appearance of
artifacts;

—radio interference, which can affect signal
transmission and introduce digital noise;

—automatic image processing algorithms, which
may apply excessive filtering or sharpening, also
resulting in artifacts.

When capturing images with UAVS, several types
of noise can be observed, such as [5, 6]: additive

Gaussian noise, salt-and-pepper noise, impulse noise,
quantization noise, color (chroma) noise, compression
artifacts, motion blur noise, and dark current noise.
Their occurrence is due both to the physical limitations
of sensors and to the specific conditions of UAV
operation [7]. The presence of such noise significantly
complicates the accurate extraction of objects of interest
from images, which necessitates the development and
application of noise-resistant segmentation methods.

Analysis of recent research and publications. To
date, the segmentation of images acquired from UAVs
has become one of the key areas of modern research in
the field of computer vision and image processing.
Considerable attention is being paid to the development
and improvement of algorithms capable of accurately
identifying objects of interest in noisy imagery.

In [8], a new object detection algorithm is
proposed, which is specially designed for noisy imagery
obtained from UAVSs. The algorithm includes a blurry
image restoration auxiliary branch (BRAB) and a
feature fusion module with attention, which allows for
effective object detection even when the imagery is
blurred. The advantages of [8] are the ability to
compensate for the blurring characteristic of high-speed
UAYV imaging, thanks to the blurry image restoration
auxiliary branch (BRAB), and improving the quality of
the input signal even before the main object detection. A
disadvantage of the proposed approach [8] is its
increased complexity and computational cost. The
inclusion of the restoration branch and complex fusion
mechanisms significantly raises the computational load
during training. Moreover, the training process requires
a large volume of data: both the BRAB and MAGFF
modules demand annotated images captured under
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diverse conditions, such as varying lighting, noise
levels, and motion blur.

In study [9], a novel feature fusion architecture is
presented, specifically designed for object detection
tasks in UAV imagery. The advantages of [9] include
the improved accuracy of object localization and
classification (especially for small objects), even under
challenging conditions with noise and occlusions. The
disadvantages of [9] lie in the fact that the proposed
method may not provide sufficient efficiency when
processing ultra-high-resolution UAV images, which
limits its applicability in real-time scenarios.

In study [10], a new object detector optimized for
UAYV imagery is presented. The proposed ChannelC2f
and GatedFFN modules improve the detection of small
objects and ensure low latency. This is an advantage of
the approach in [10], as it enables efficient real-time
performance even in the presence of noise. The main
disadvantage of [10] is that despite the high efficiency
and speed of the RemDet model, it shows reduced
accuracy in detecting very small objects in complex
scenes with significant clutter.

In [11], a lightweight semantic segmentation
model for UAV imagery is proposed, which combines
global and local information to improve accuracy and
performance. The advantage of [11] is that the model
effectively handles noise and complex backgrounds.
The disadvantage of [11] is a decline in performance
when operating on limited hardware resources, which
may hinder its application on lightweight UAVS.

The study [12] analyzes the application of the U-Net
algorithm for UAV image segmentation, focusing on its
effectiveness in various fields such as agriculture and
urban planning. The advantage of [12] lies in its high
segmentation accuracy of UAV imagery due to the
efficient Unet architecture, which performs well even
with limited datasets. The main disadvantage of [12] is its
high computational demand, which may hinder its use in
real-time applications or on low-performance devices.

Thus, many studies [8-12] consider classical and
deep learning methods, but recently, more and more
attention has been paid to bioinspired approaches, in
particular optimization algorithms.

The paper [13] presents an image segmentation
method for UAV-acquired images based on one of the
well-known swarm intelligence techniques — the Particle
Swarm Optimization (PSO) algorithm. The proposed
approach enables effective detection and separation of
objects in aerial images by optimizing the positions of
clusters during the segmentation process. The advantage
of [13] lies in its high efficiency when segmenting
complex images, achieved through PSO's ability to
quickly locate global optimal solutions in a large search
space. The main disadvantage of [13] is the method's
sensitivity to initialization parameters and the possibility
of converging to local minima, which may degrade
segmentation quality under varying conditions or image
types.

In the article [14], a method for detecting objects
in images based on the Firefly Algorithm is proposed.
The algorithm imitates the behavior of fireflies, which
are attracted to brighter individuals, which allows

optimizing the process of searching for objects in
images using the mechanism of adaptive movement in
the search space. The main advantage of [14] is that the
method demonstrates high efficiency in object detection
due to the ability of the Firefly algorithm to avoid local
minima and find accurate results in complex scenes.
The main disadvantage of [14] is the increased resource
consumption and slow convergence with many fireflies,
which makes it difficult to scale the method to process
large satellite images.

In the article [15], methods for determining the
contours of objects in complex-structured color space
images using the Ant Colony Optimization (ACO)
algorithm are developed. This method imitates the
behavior of ants in nature to search for optimal paths.
This allows finding clear contours of objects in images
with complex texture. The main advantage of [15] is the
ability of the method to accurately determine contours
even in difficult conditions, thanks to the global search
inherent in the ACO algorithm. The disadvantage of
[15] is the significant computational time, which
reduces the efficiency when processing large space
imagery.

The analysis shows that the approach proposed in
[15] is one of the promising directions for solving the
problem of segmentation of images obtained from
UAVSs. As shown in a number of studies, in particular in
[16, 17], this approach demonstrates efficiency in
finding global extrema of image separation functions,
which, according to the authors, makes it appropriate for
use in conditions of noise.

At the same time, the issue of applying Ant
Colony Optimization algorithms for segmenting UAV
images containing additive Gaussian noise remains
insufficiently studied. This necessitates the need for
experimental studies aimed at assessing the stability and
accuracy of the proposed algorithm in conditions of
noise pollution.

Therefore, the goal of the article is to reduce the
probability of first and second type errors in image
segmentation by applying a segmentation method based
on the Ant Colony Optimization algorithm under the
influence of additive Gaussian noise.

Main results

The study proposes the application of the Ant
Colony algorithm for solving image segmentation tasks
based on data obtained from UAVs. The Ant Colony
algorithm is based on modeling the natural behavior of
ants that leave pheromone trails on their way to food
sources, thereby forming optimal paths. This bio-
inspired approach provides an effective mechanism for
finding solutions to complex problems [16-18].

The algorithm is among the most well-known
metaheuristic methods used for solving a wide range of
combinatorial optimization problems, including the
traveling salesman problem, transportation logistics tasks,
and other discrete  optimization problems. Its
implementation involves the following key stages [16-18]:

Stage I. Initialization

At the initial stage of the algorithm, key
parameters are set that determine the behavior of ants
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(agents) and affect the efficiency of finding the optimal
solution.

The main steps of this stage include:

—setting the number of agents (ants) that will
participate in the search process. Their number usually
correlates with the size of the problem (for example, the
number of pixels in the image);

— setting weighting coefficients: a coefficient that
determines the degree of influence of pheromone
information on the choice of the ant's next step (a) and a
coefficient that characterizes the importance of heuristic
information during decision-making (p);

—setting the pheromone evaporation coefficient
(p), which models the process of decreasing the
intensity of the pheromone trail over time, preventing
excessive accumulation of pheromones and promoting a
balance between research and exploitation;

—setting the initial level of pheromones on all
edges of the graph, which provides equal conditions for
starting the search from any vertex;

—forming a graph model of the problem, where
nodes correspond to pixels, and edges to potential paths
between them with appropriate weights.

This stage lays the foundation for the effective
functioning of subsequent phases of the algorithm and
provides control over the optimization process.

Stage Il. Ant placement

After the initialization stage is completed, the
initial placement of agents (ants) in the spatial structure
of the problem, represented in the form of a graph, is
performed. This stage includes the following key
actions:

—random initial placement of each ant at one of
the vertices of the graph. This provides an initial
diversity of search paths, reducing the probability of
premature convergence of the algorithm to a local
extremum,

—assigning each ant the task of constructing its
own solution. Each ant must form a complete route that
passes through all the necessary nodes of the graph,
adhering to the constraints of the problem;

—storing local information about already visited
nodes, which is necessary to ensure the feasibility of the
solution (for example, avoiding repeated visits to
pixels).

This approach promotes the parallel generation of
a set of independent solutions, which increases the
efficiency of the global search and creates the basis for
collective learning of the system through pheromone
updates in subsequent stages.

Stage 1. Construction of solutions

At this stage, each ant, starting from its starting
vertex, gradually builds a complete route (solution to
the problem) by gradually choosing the next vertex of
the graph. The choice is based on a probabilistic
approach that takes into account two key factors:

—the level of pheromone concentration tjj on the
edge between the current vertex i and the potential
vertex j. The higher the level of pheromone, the more
attractive the transition is considered;

— heuristic information m;j, which is usually the
inverse of the distance between the vertices:

nij =1/djj, (N

where dj; is the distance between the vertices i and j.
Thus, the closer vertices are more attractive for
selection.

The process of selecting the next vertex is
performed according to the probabilistic formula:

_ [TijT'[nijJB ’ )
Z [Tik ]a '[ﬂik ]B

keK

1j

where K is the total sum of admissible vertices, i.e. the
sum in the denominator is performed over all admissible
(not yet visited) vertices.

Each ant repeats this process until the complete
route is built or the conditions of the problem are met.
This approach combines the exploitation of accumulated
information (through pheromones) with the exploration
of new solution options (through random selection),
which allows for an effective balance between accuracy
and breadth of search.

Stage 1V. Evaluation of solutions

Once each ant has completed building its route, the
stage of evaluating the quality of the obtained solutions
is performed. This stage includes several key steps:

—calculating the quality of solutions. In
minimization problems, the smaller the criterion value,
the better the solution;

— storing the best solutions. These routes are saved
in a special memory (sometimes as the global best route
or the local best). The best solutions can be used to
reinforce the pheromone trail in the next stage, helping
to guide the search towards even better solutions in
future iterations;

— using for algorithm adaptation. The evaluation of
solutions allows the algorithm to learn — it identifies
which routes are effective and which are not. This
provides a foundation for pheromone updates (the next
stage), which influence the behavior of ants in
subsequent iterations.

Stage V. Pheromone update

This stage is key in the learning and adaptation
mechanism of the algorithm. It regulates how
information about good paths is stored and influences
further decisions of the ants.

This stage includes two substages:

— pheromone evaporation simulates the natural
decay of pheromone over time. It helps to avoid getting
stuck in local minima according to expression:

Tij < @-p)-Tjj, (©)

where p e (0,1) is pheromone evaporation coefficient;
tjj is current amount of pheromone on the edge (i, j) .

This allows less attractive paths to lose influence
over future decisions.

—adding pheromones.

Each ant that has completed the construction of the
solution contributes according to expression:

A’Cij = Z|l(<:1ATI(jk) s (4)
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where K is the number of ants, and the contribution of
each ant k is defined as (5):

Q/Ly , if antk passed through theedge(i, j);
Afgjk):{ Ik ©

0, other,

where Q is constant; Ly is the length of the k ant's route.

This means: shorter (better) routes leave more
pheromone, thereby making these paths more attractive
to future ants.

So, in general, the pheromone on an edge (i, j) is

updated according to the formula:
Tij (—(1—p)"tij +A‘L’ij. (6)

Stage VI. Repetition (iteration) of the algorithm

This stage determines the cyclic nature of the
algorithm, where at each iteration the search for the
optimal solution is refined. The iteration continues until
the stopping criterion is reached. As soon as the
stopping condition is met, the algorithm stops the
iterations, and the best solution found is returned.

Stage VII. Derivation of the best solution

This is the final stage of the Ant Colony
Optimization algorithm, during which the best solution
found during the entire execution time of the algorithm
is determined and displayed (returned or stored).

The experimental studies conducted in [15]
demonstrate that the proposed image segmentation
method based on the Ant Colony Optimization
algorithm is effective in identifying structural elements
of a scene, owing to its ability to simulate the collective
behavior of agents and adaptively respond to local
image features. The formation of pheromone trails
reinforces the edges between segments, contributing to a
more precise separation of objects of interest.

However, the performance of the algorithm largely
depends on the quality of the input UAV imagery. In
practice, digital images often contain various types of
noise, in particular additive Gaussian noise. This type of
noise arises due to imperfections in reading sensors,
lighting conditions, electronic interference, etc. [19, 20]

The analysis showed that additive Gaussian noise
has the following impact on image processing [21]:

— distorts gradient transitions — makes it difficult to
detect the edges of objects of interest;

—leads to the appearance of false contours or
""graininess";

— reduces the effectiveness of heuristic estimates in
the Ant Colony algorithm.

Such noise has a normal distribution and is

superimposed on the real pixel intensity values,
complicating the gradient analysis process and,
accordingly, reducing the segmentation accuracy.

Therefore, a preliminary analysis of the characteristics
of additive Gaussian noise is a necessary step before
applying the Ant Colony algorithm.

Additive Gaussian noise is random noise that is
added to each pixel independently, has a normal
(Gaussian) distribution with mathematical expectation p
and variance ¢

n(x,y) ~ N(u,6%), (7)

where n(x, y) — noise value at a point (pixel) with
coordinates x and y in the image; p is the mathematical
expectation (mean value of noise), usually u~0; o is
standard deviation, which determines the intensity of the
noise. Depending on the value of the standard deviation
o, the visual impact of noise on the image varies
significantly.

At low noise levels (o<10), the distortion is
almost imperceptible and has minimal effect on image
quality. This level of noise is typical for high-quality
cameras or images acquired under controlled conditions.
In the case of a medium noise level (o =15+30), visible
graininess appears, affecting local image characteristics
such as gradients, texture, and contours. This complicates
accurate segmentation and object delineation.

At a high noise level (c>40), a significant
amount of information becomes distorted: the image
acquires a pronounced grainy appearance, and object
edges become blurred. In such cases, applying image
processing algorithms without prior filtering may prove
ineffective. Therefore, a series of experimental studies
will be conducted to evaluate the robustness and
accuracy of the image segmentation method for UAV-
acquired images based on the ant colony optimization
algorithm under conditions of additive Gaussian noise.
The study also compared the results of image
segmentation obtained using the method presented in
[22], which is based on the use of the Sobel filter to
detect small aerial objects in optoelectronic images.

An aerial photograph obtained from a UAV was
selected as the original image (Fig. 1).

Fig. 1. Original UAV image [23]

The image shows a vehicle with a trailer moving
along the road. The trailer is partially masked by
vegetation, which creates additional complexity for the
segmentation task. The upper part of the scene contains
background vegetation along the edge of the road, which
forms natural textures and brightness transitions. This
image is a typical example of the problem of detecting and
isolating ground objects in real-world UAV applications. It
was used as a baseline test image for experimental studies
of the stability and accuracy of the segmentation algorithm
based on Ant Colony Optimization under the influence of
additive Gaussian noise.

We will conduct the study when the original UAV
image (Fig. 1) is distorted by additive Gaussian noise
with an intensity of 5 (Fig. 2) and 15 (Fig. 3).
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Fig. 2. The original UAV image affected Fig. 5. The segmented original image with the influence
by additive Gaussian noise (Gnoise=5) of additive Gaussian noise (onoise = 5) Using a method
based on the Ant Colony Optimization algorithm

Fig. 3. The original UAV image affected

Fig. 6. The segmented original image with the influence
by additive Gaussian noise (cnoise=15) g J g g

of additive Gaussian noise (onoise=15) using a method
based on the Ant Colony Optimization algorithm
Fig. 4-6 illustrate the results of image
segmentation using a method based on the Ant Colony
Optimization algorithm at different levels of noise
pollution: without noise (Fig. 4), at oneise=5 (Fig. 5), and
at onoise=15 (Fig. 6).

Fig. 7. The segmented original image without the influence
of additive Gaussian noise (cnoise=0) using a method
based on the Sobel filter

Fig. 4. The segmented original image without the influence
of additive Gaussian noise (cnoise=0) Using a method
based on the Ant Colony Optimization algorithm

For comparison purposes, Fig. 7-9 show the
segmentation results of the same images, but using a
method based on the Sobel filter. Accordingly, Fig. 7
shows the result without noise, Fig.8 — onoise=5, and
Fig. 9 — 6noise=15.

This comparison allows for a visual analysis of the
segmentation quality under different noise levels for
two approaches — based on the Ant Colony

Fig. 8. The segmented original image with the influence
_aeV ) ‘ of additive Gaussian noise (onoise=5) using a method
Optimization algorithm and the Sobel filter. based on the Sobel filter
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Fig. 9. The segmented original image with the influence
of additive Gaussian noise (onoise=15) using a method
based on the Sobel filter

Beyond visual inspection, the quality of image
segmentation was evaluated using numerical metrics.

In particular, errors of the first and second kinds
can be applied for this purpose, as suggested in prior
studies [24—-26].

The segmentation errors of the first kind (o) and
second Kind () are determined using formulas (8) and
(9), respectively, in accordance with the methodology
outlined in [26]:

S1(fs(X
M= Slz(u Ex;; ’ ®)

where s;(fs(X)) denotes the background region that was
incorrectly classified as part of the target objects in the

segmented image fs(X); S,(f(X)) represents the
background region in the original image f(X);
_1_S3(fs(X))
P2 =15, 7000 ©

where S;(fs(X)) refers to the area of correctly identified
target objects in the segmented image s(X); S,(f(X))
corresponds to the region of the actual target objects in
the original image f(X).

The errors of the first kind (false positive) and the

second kind (false negative), presented in Table 1 and
Table 2.

Table 1 — Segmentation errors of the first kind, %

The standard deviation of the am-

Segmentation plitude of additive Gaussian noise

method name

Gnoise= 0 Gnoise= 5 Gnoise= 15
Method based on the
ACO algorithm 27 42 4
Method based on the
Sobel filter 4l 67 100

Table 2 — Segmentation errors of the second kind, %

The standard deviation of the am-

Segmentation method | plitude of additive Gaussian noise

name
Gnoise= 0 Onoise= 5 Onoise= 15
Method based on the
ACO algorithm 32 49 83
Method based on the
Sobel filter A v 100

As can be seen from Table 1, in the absence of
noise (onoise=0), the method based on the Ant Colony
Optimization algorithm provides a lower percentage of
errors of the first kind (27 %) compared to the Sobel
method (41 %).

With increasing noise level (onoise=15), the humber
of errors for both methods increases, but the error
increase is less rapid for the ACO method (up to 77 %)
compared to the Sobel method (100 %).

A similar comparison for segmentation errors of
the second kind is presented in Table 2. Again, at all
noise levels, the ACO algorithm demonstrates better
accuracy: at onoise=0 — 32 % versus 47 %, at Onoise=15 —
83 % versus 100 %.

An examination of the data presented in Table 1
and Table 2 reveals that the enhanced segmentation
approach based on the Ant Colony Optimization
algorithm results in a decrease in first-kind
segmentation errors by approximately 14 % to 23 %,
and a reduction in second-kind errors by about 15 % to
17 % (with a minimum reduction of 9 %), depending on
the level of additive noise.

Thus, the results of quantitative analysis confirm
the superiority of the method based on the ant colony
algorithm in the presence of additive Gaussian noise,
both in terms of object detection accuracy and resistance
to increasing noise load.

Conclusions and
the directions of further research

In this study, the segmentation quality of UAV-
acquired images under the influence of additive
Gaussian noise was experimentally investigated using a
method based on the Ant Colony Optimization
algorithm.

The conducted analysis confirmed the relevance of
developing noise-resistant segmentation approaches due
to the presence of various types of distortions in UAV
imagery, which significantly = complicate  the
identification of objects of interest.

The review of existing research showed that while
deep learning and classical methods dominate the field,
bioinspired algorithms, particularly swarm intelligence
approaches such as the Ant Colony Optimization
algorithm, offer promising advantages in terms of global
optimization and segmentation precision in complex
scenes.

Experimental results demonstrated that the
proposed ACO-based method provides improved
segmentation performance compared to traditional
edge-detection techniques, such as the Sobel filter,
especially in noisy conditions.

Quantitative evaluation revealed a reduction in
both segmentation errors of the first and second kind by an
average of 14-23% and 9-17 %, respectively,
depending on the noise level.

Therefore, the use of the Ant Colony Optimization
algorithm in image segmentation tasks under noisy
conditions proves to be a robust and effective solution,
particularly for UAV applications where real-time noise
interference is common.

Future work may

focus on improving
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computational efficiency and adapting the method for
onboard processing in UAV systems.
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ExcnepuMeHTAIbHI 10CTiKeHHS AKOCTI METOAY CerMeHTYBaHHs 300pakeHb
3 0e3MiIOTHHUX JITAJILHUX ANapaTiB HA OCHOBI AJrOpUTMY ONTHMIZaLil
MYPAIIMHOI KOJIOHII Mii BIVINBOM aANTHBHOI0 IayCOBOI0 IIyMy

T'. B. Xynos, O. M. Maxkogeiiuyk, 1. A. Xmxkusx, B. B. Bapsapos, ©. ®. 3org

AnoTtanis. IlpeamMerom cTarTi € eKCIEpUMEHTANIBHI JOCITIPKEHHS SIKOCTI METOJly CerMeHTyBaHHs 300paxens 3 bBriJIA
Ha OCHOBI aJIrOPUTMY ONTHMI3allii MypalnHOi KOJIOHIT MiJ BINIMBOM aAUTUBHOT'O I'ayCOBOTO IIyMy. MeToI0 CTATTi € 3HWKEHHS
HMOBIPHOCTI BHHHKHEHHS ITOMMJIOK MEPIIOro Ta JAPYroro poay MpH CerMEHTYBaHHI 300paKeHb IUIIXOM 3aCTOCYBaHHS METOLY
CerMEHTYBaHHS Ha OCHOBI aJrOPHTMY ONTHMI3allil MypaIIHOI KOJOHIi B yMOBax [ii aANTHBHOTO TayCcOBOTO IIyMy. 3aBIaHHS
JOCJTIIZKeHHSI TIOJIATAIOTh Y TOMY, MO0 OIIHUTH CTIHKICTh 1 TOYHICTH 3aIPOIIOHOBAHOTO METOAY CETMEHTYBAaHHS NPH Pi3HUX
PIBHSIX aANTHBHOTO T'ayCOBOTO LIyMY, @ TAKOK MOPIiBHATH HOro e()eKTUBHICT i3 KIACHYHUM METOJIOM CErMEHTYBAaHHS Ha OCHOBI
¢inetpa Cobens. BukopucTaHi METOAM BKIIFOYAIOTH: METOAM HU(PPOBOI 00pOOKH 300paskeHb, CTATUCTUYHHI aHami3 SKOCTI
CerMEHTYBAaHHsI, peaji3alilo alropuTMy ONTHMi3alii MypamIMHOI KOJIOHIii, MOJENIOBAaHHS YMOB 3alllyMJICHHS Ta MOPiBHSIHHSI
HOMMJIOK CErMEHTYBaHHs Mepuioro i apyroro poxy. OTpuMaHi pe3yJIbTaTH: METOJ Ha OCHOBI aJTOPUTMY MYpAaIINHOI KOJOHIT
JEMOHCTpPY€ BHILY CTIMKICTB JI0 IIyMy Ta 3a0e3Ieuye Kpallly TOYHICTh CerMEHTYBaHHS NOPIiBHAHO 3 MeTojoM Cobens. 30kpeMa,
KiJTbKICTh TIOMMJIOK MEPIIIOTO POy 3HIXKY€eThest HA 14-23 %, a npyroro poay — Ha 9—17 % 3anexHo Bix piBHA myMy. Bisyansauit
Ta KUTBKICHAH aHaJ3 MiATBEPHKYIOTh €EKTUBHICT 3allPOTIOHOBAHOTO MiXoay A o0poOku 300paxkens 3 briJIA, 3azmanerinb
CIIOTBOPEHUX aJUTHUBHUM I'ayCOBUM IIyMOM. BucHOBKH. Pe3ynbraTn ekcriepuMEeHTANBHIX JOCIIKEHb MiATBEP N, [0 METOL
CerMEHTYBAaHHSI Ha OCHOBI aJTOPUTMY ONTHMi3amii MypaIIMHOi KOJOHII JEMOHCTpYye HepeBary Haja TPaAULiHHUMH METOJAMHU
BUSIBJICHHSI KOHTYpiB, OCOOJIMBO B yMOBaX 3alllyMJICHHs, 3a0e3eUyoul BHIILY TOYHICTH 1 HAAIHHICTh y IIMPOKOMY [iara3oHi
PiBHIB IIyMOBOTO BILIUBY.

KawuoBi caoBa: 300paxenHs 3 BrJIA; cermenTyBaHHS 300paXeHHS; aJUTHBHUI TayciB IIyM; MypaIMHUI
aJITOPUTM; SIKICTh CETMEHTYBAaHHS; IIOMIJIKH IIEPIIOTO Ta APYTOTo POIY.
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