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NEUROCOMPUTER OPERATING IN THE RESIDUE CLASS SYSTEM

Abstract. Objective. The aim is to justify the possibility of creating a data processing neurocomputer (NC) based on the
use of one kind of non-positional machine arithmetic residue class system (RCS). Methodology. In the basis of research of
the problem of NC creation there is a methodology based on the use of methods of synthesis of non-positional code
representation structures (NPCRS), as well as on the realization of data processing methods in RCS. The totality of these
methods is realized on the basis of using three basic principles of data processing in RCS: independence of processing of
numerical values of the residue content; equality of functioning of data processing channels; low-digit data in the numerical
representation of the residue content. Results. The results of the conducted research confirm the possibility of creation of
NC using RCS as a basis for information processing. Formal (semantic) similarity of mathematical models, as well as
analytical similarity of artificial neural systems representation with the basic formulas of data processing represented in
RCS is presented. The correspondence of the operation of weighted summation in neuron to the operation of addition by
modules in RCS is established. It is shown that the activation function of a neuron can be efficiently approximated using
multiplication operations by modules in RCS. It is analytically shown that the representation of synapse weights in NPCRS
elements allows to realize parallel computations similar to parallel information processing in the human brain. Scientific
Novelty. For the first time, a comprehensive study of the influence of RCS on such key characteristics of NK
neurocomputers as performance in processing large amounts of data, reliability of information storage and transmission,
and overall fault tolerance has been carried out. A new approach to the construction of NC based on the use of neural
network mathematical basis based on non-positional RCS codes is proposed. The introduction of this mathematical
apparatus into the structure of neural networks provides the possibility of achieving higher accuracy and naturalness in
modeling the hierarchical organization inherent in biological neural networks of the human cognitive system. Practical
Significance. The prospects for further research are the development of specific hardware implementations of super-
performance and highly fault-tolerant NC based on RCS, as well as the study of the possibility of applying this approach to
solve specific problems of artificial intelligence, such as pattern recognition and natural language processing.
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Introduction

The research is devoted to one of the relatively new
directions of artificial intelligence (Al) systems
development — creation of super-performing, reliable and
fault-tolerant neurocomputers (NC) for real-time data
processing. At present, the theory of Al systems creation is
developing simultaneously in different directions: NC,
neural networks (NN), evolutionary computing, fuzzy
logic, intelligent applications, distributed computing, etc.
Studies on the potential of NN emphasize the presence of a
number of distinctive properties that make them an
effective tool for modeling and evaluating complex
systems [1]. Despite the fact that prominent scientists from
many fields of science argue about the possibility of
creating Al systems and determining the area of their
effective application, no one has any doubts about the
importance and prospect of conducting research on this
problem. At the present stage of development of cybernetic
systems in the process of researches the main purpose of
creation of Al was determined - imitation of human
thinking activity, i.e. transfer to the computer system (CS),
both “non-intellectual” and “intellectual”, tasks of mankind
[2]. The mysteries of the human mind, and especially of
the thinking process, have not yet been fully unraveled.
Thinking is a complex cognitive process that includes
information processing, concept formation, decision
making, problem solving, imagination and other mental
operations. It is closely related to other cognitive functions
such as perception, memory, attention and speech [3].

The mechanisms of cognitive processes are a
complex system of interactions between neurons. The

cognitive system functions due to the work of neuronal
networks in the brain. The high reliability of the brain is
due to the fact that many neuronal populations perform
a variety of functions [4, 5]. The polyfunctionality of
initial neural structures (INS) allows the cognitive
system to compensate for potential malfunctions of
individual neurons or structures. This makes it possible
to process incoming information accurately and reliably.

Al seeks to replicate some aspects of the cognitive
system through computer systems. Both the human
brain and Al process information to solve problems.
Machine learning techniques allow Al to learn from
data, similar to how humans acquire knowledge through
learning [6]. Al research allows for the creation of
models that mimic various cognitive processes, which
helps to better understand how the brain works [7].

The problem of investigating the capabilities of a
cognitive system (in particular, information and
constructive reliability, performance, memory capacity,
etc. [8]) is one of the cardinal tasks of cybernetics in
general, and Al in particular. The results of solving this
problem can be used to reproduce certain aspects of its
functioning in technical and information-control
systems of various purposes.

The relevance of neurocomputer development for
Al development based on alternative number systems,
such as the residue class system (RCS) [9], is due to a
number of factors related to the limitations of traditional
computing systems and the growing needs of modern Al
tasks. Under the assumption of the parallel and
distributed nature of information processing in the
human brain, the development of Al systems that utilize
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the RCS model of information processing appears to be
a promising direction.

This paper aims to investigate and justify the use
of a non-positional numeral system, the residue class
system, for information processing in neurocomputer
within an Al model, as a potential improvement over
traditional positional binary arithmetic.

A review of related scientific publications

The human brain is characterized by simultaneous
functioning of all its information structures, which provides
deep parallelism of information processing processes,
which is not achievable in CS functioning in binary
positional numeral system (BPNS). Improvement of
models of Al systems on the basis of digital CS
functioning in BPNS can have limits, because of which the
transition to the solution of Al tasks of a higher class,
which require taking into account the global nature of
information processing, is impossible on discrete digital
machines and systems with any perfect algorithms. This
means that the technical evolution of reflecting systems is
associated with changes in the material substrate and
structure of these systems [10].

In [11] an original principle of construction of hybrid
analog-digital information processing systems based on the
application of RCS is considered. It allows to parallelize
the execution of not only separate operations, but also
the elementary operation itself due to the absence of
transfers between the digits (residues) of the number
represented in RCS, which provides a significant
increase in the user performance of data processing
systems. The application of RCS for the construction of
digital computing systems is proposed in [12], which
makes it possible to construct a simple information
processing system operating with any predetermined
accuracy. It should be noted that the studies [11, 12] are
devoted to the implementation of the developed data
processing methods in the context of classical
computing systems rather than neurocomputer systems.

There is an assumption that the human brain works
on the principle of analog CS. However, creation of Al
systems directly on the basis of analog principles of
processing information presented in BPNS deprives it of
some important and necessary qualities. The created hybrid
analog-digital systems of information processing in BPNS,
although showing their significant efficiency of
application, however, require significant improvement,
first of all, on the way of parallelization of solved
algorithms  [13]. Increasing the number of parallel
processors leads to the necessity of increasing the amount
of equipment, complicates their mathematical support and
although it increases the system performance of CS, it
leaves the user performance within the same limits.

In this respect, it can be argued that the structural
realization of processes identical to the thinking processes
in the human brain and requiring the creation of essentially
new principles of global information processing could
provide an effective solution of Al tasks [14].

As shown in [15], when solving computational and
logical problems, modern types of positional CS do not use
those advantages that the sensual image of human intellect
possesses in comparison with its concept represented in the

form of an encoded message. It is connected, first of all,
with the locality of information processing, which is
characteristic for all existing digital and analog positional
computing systems, regardless of the nature of their
mathematical support.  Partitioning of computable
algorithms into separate branches increases the user
performance of computing systems, but leaves the local
character of processing of this information in each branch
of the algorithm.

Overcoming the local character of information
processing with the help of computing systems functioning
in positional number systems, as shown in [16-18], is
practically impossible. Determination of methods of global
information processing and their realization in Al systems
is one of the main ways of its improvement. The solution
of this problem, the development of effective methods of
its global coverage cannot be realized only by improving
semiotic systems. In this case, the holographic principles of
information processing play an essential role.

The literature [19] shows that there is some analogy
between the principles and methods of information
processing in RCS and the principles of hologram creation.
At the same time, there is a reasonable assumption that
information retrieval and storage in the human brain is
identical to the process of information retrieval and storage
from a digital hologram. Let us consider the similarity in
the procedures of representation and description of data
represented in RCS and in the realization of the procedure
of transferring the features of holographic image
processing to the coding of arbitrary digital data.

It is known from [20] that the holographic theory has
been effectively used in the direction of digital optical
information processing for a relatively long time. But
within the framework of this study the analogy between the
principles and methods of information processing in SOC
and the creation of holograms is not carried out.

Optoelectronic techniques are successfully applied
in the creation of highly reliable and fast-acting
components and CS [21-23]. In particular, reliable and
ultrafast optoelectronic matrix processors in RCS have
been developed and operate [24]. This is a confirmation
that RCS can be one of the possible tools for
synthesizing an Al model that aims to become our
digital twin of a human being.

One of the alternative ways to create Al models is to
use productive rules with fuzzy parameters. The
productive representation of knowledge is close to human
thinking in its content, and fuzzy logic, unlike Boolean
logic, has a blurred, fuzzy form of representation for
possible values of system parameters. Such features of
fuzzy systems allow creating Al models that will function
with fuzzy data on the characteristics of the object of
observation [25]. Automation of tuning of such fuzzy
systems can be carried out using neural networks by
synthesizing a special type of fuzzy system — ANFIS
[26]. However, the use of this approach to create Al
models has its limitations, which are related to the
performance and learning speed of such systems.

Research methodology

Despite the urgency of creating Al models, the
transition from cognitive research to their practical
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realization is constrained by the lack of an adequate
information model of Al capable of reproducing the
complexity of human cognition within the existing
computational limitations. If the Al model can be modified
depending on the current level of representation of the
structure and principles of functioning of a cognitive
system, the power (performance, reliability, fault tolerance,
survivability, etc.) of modern CS functioning in BPNS has
practically exhausted its possibilities.

In this aspect, a neurocomputer should be created on
other principles and other approaches, as well as,
possibly, on the use of non-traditional computer
arithmetic. Let us first formulate one of the possible
definitions of a neurocomputer. A neurocomputer is an
information processing device based on formalized
principles of natural neural networks or their analogues.
The main problem of creating a neurocomputer is to build
real physical devices, which will allow not just modeling
artificial neural networks on an ordinary CS functioning
in a BPNS, but so change the principles of operation of
CS that it will be possible to say that they work in
accordance with the theory of the artificial neural
networks (ANN). Modern neurocomputers have
significant high requirements for: processing large data
arrays in real time; reliability, fault-tolerance and
survivability of functioning; efficiency of restoring full or
partial operable state of the neurocomputer; high
reliability of calculations [27].

To meet the growing computational needs of neural
networks and neurocomputers, it is proposed to use a
non-positional numeral system in residue classes. The
computational parallelism characteristic of this system
allows efficient processing of large amounts of data, and
the modular representation of numbers ensures high
computational accuracy. In addition, RCS have increased
error tolerance, which makes them promising for use in
robust systems. These advantages make RCS promising
for the realization of new generation neural network
models, which take into account the above requirements
for modern neurocomputers.

In the course of the research, a new methodology
has been developed that allows to create artificial
intelligence models that more accurately mimic the work
of the human brain. This approach is based on the
adaptation of the mathematical apparatus of residual
classes. The methodology relies on three original
principles of data processing in non-positional machine
arithmetic in RCS:

1. Independence of the processing of numerical
values of the residues content (residues), constituting
NPCRS in RCS. The use of this property allows to
synthesize the CSs structure in the RCS as a set of n
independent functioning data processing channels (DPC)
for RCS with n modules. Each DPC in the system
operates independently (autonomously) and in the mode
of strict parallelism, which allows to significantly
increase the performance of calculations due to the load
distribution between different channels. In this case it is
possible to parallelize the task solved by a CS at the level
of micro-operations, which is not achievable for CS in
BPNS. This makes it possible to dramatically increase the
performance of arithmetic operations [28].

2. Equality of the functioning of the DPC CS in the
RCS. The arbitrary residue contains information about the
quantitative value of the initial number corresponding in
the BPNS to the NPCRS value in the RCS. The use of
this RCS property allows to develop methods and means
of ensuring the operable state of the CS in case of failures
and malfunctions. The considered property provides CS
in RCS with increased reliability, fault tolerance and
survivability. In this case, CS in RCS can be referred to
the type of nature-fault-tolerant computing structures.

3. Low-bitness of data in the numerical
representation of NPCRS residue contents. This property
makes it possible to use the existing tabular methods and
algorithms of single-cycle implementation of integer
arithmetic operations in the RCS. This allows to
significantly increase both system and user performance
of real-time CS.

These principles of data processing in RCS and their
combination allow overcoming the limitations of
traditional approaches of BPNS and ensure the speed and
efficiency of Al tasks fulfillment, as it is done by the
human cognitive system. To increase the reliability of the
proposed model of artificial intelligence, mechanisms of
active redundancy of key modules and hot data
redundancy are implemented. This approach allows to
ensure the continuity of the system functioning in case of
failure of separate components and to reach the level of
fault tolerance corresponding to the requirements of the
standard [29]. As a result, the application of the principles
of parallel processing and redundancy of data
representation in RCS allows to realize in the Al model
the mechanisms of self-correction based on error
detection and correction, as well as the mechanisms of
performance recovery in case of failures, which increases
the overall fault tolerance and survivability of the system.

Formal statement of the research task

Creating a neurocomputer involves several stages,
the main one being the selection of a neural network
mathematical basis (NMB). This stage includes
determining the mathematical basis that will be used to
build the neural network. The choice of NMB depends on
the type of the problem to be solved and the requirements
to the performance, accuracy and energy efficiency of the
NC. The theory, principles and methods of non-positional
information processing, namely, the residue class system
(RCS) relying on the Chinese Remainder Theorem with
reciprocal simple moduli, are used as the NMB for the
NC considered in this study.

In this paper we propose a model of
neurocomputer, which is based on the use of RCS. In
the construction of NPCRS only integers are used. Each

S

integer N in the range from 0 to Hbt —1 is represented
t=1

as a set of residues n; from dividing this integer N by

each of the bases by , that is
ne=N-[N/b]-b, for t=12..5.

The digit of the g-th position n; of an integer N is
the least non-negative residue obtained from the division
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of n; by by (n; modulo b, ), i.e. itis obvious that n, <b .

Here, in contrast to the generalized positional system, the
formation of digits of each digit is carried out
independently of each other. From the theory of numbers
it is proved that if numbers b; are mutually prime, then
the representation of the whole number N described by
residues nq,n,,...,ng is singular. Consequently, based
on the principle of code construction in RCS, each
residue n; is a function of the full value of the initial
number N, reflecting its properties relative to the
corresponding base (modulus) and carries information
about the whole initial number N.

Let{Q} be a given amount of numerical

information to be processed. In this case, the value

{Qs = ({a 1A}l [{ai I - 1{an})

represents the amount of information represented in RCS
Q=(agllaz ll...llog Il gg ), in the numerical segment

B, which belongs to the half-interval [0, Htszlbt)- Itis

assumed that {g;} < ¢, i.e. a certain finite amount {q;}
of information unambiguously corresponds to the element
of the numerical code ¢, represented as the smallest
positive residue from dividing the number Q by a positive
integer number by of RCS bases.

Increase of number and size of the RCS bases
leads to increase of accuracy of representation of
numerical information that is caused by expansion of a
range of possible values and decrease of rounding
error. Thus, the addition of new bases to the RCS leads
to an increase in the amount of information contained
in the representation of the number N, which allows a
more complete description of the properties of the
represented object Q.

Experimental research
Let INS serve as an element of information
processing by the brain{q;}. In this case, it is assumed

that each INS of the brain processes a given amount of
information {Q}, corresponding to the numerical code Q,

according to its specific basis by of RCS. Thus, the
information {Q} arriving to the brain is transformed to a
form {Q}g and further processed by parts {g;} of each
INS separately. At the same time, a separate part {q;}
carries information about the whole initial {Q}. The
condition of unambiguous determination of the processed
volume {Q}g of information expressed by the numerical
code Q is defined by the following expression:

[150 > ()
where the base by < (b, by, ..., b).
The following condition is satisfied:
s> p. 2
Inequalities (1) and (2), and inequalities (3):

by = Hizlbdk ' @)

defining the condition of the possibility of replacing by one
base several simultaneously failed ones (bg, =b; s>c),

show (from the point of view of neuropsychology) the
possibility of restoring the disturbed (affected) INS of the
brain. Modern neuropsychology states that complex forms
of mental processes are complex forms of activity that
change their structure significantly as they develop, and
even for this reason alone, the mechanism of functioning of
the brain apparatus represents a complex functionally
rearrangeable system [30]. Thus, almost any part of the
brain cary can be introduced into one or another functional
system and used to reintegrate the disturbed work of the
brain apparatus, which ensures high reliability,
survivability, and fault tolerance of the brain. Thus, the
principle of reintegration of disturbed functional
formations and reorganization of brain INS connections
corresponds to the main corrective properties of codes in
RCS. The need to explain some properties of living
organisms in order to use the principles of their existence
and functioning in the developed technical systems
makes researchers at least tentatively define, using known
technical concepts and definitions, the methods of
reliability assurance used in the human brain. One of such
methods is probably the application of various types of
redundancy (structural, informational, etc.)
simultaneously both at the level of INS and at the level of
separate groups of INS. This method is widely used in
technical systems of information processing to increase
the reliability of its processing.

This method is most effective in case of constant
element-by-element redundancy of INS and in case of
dynamic redundancy of separate groups of INS. Most
likely, all known types and varieties of redundancy are
present in the human brain at the same time.

Let us consider in more detail an important property
of RCS, which consists in the possibility to change the
ratio between the number of information and control
bases in the process of problem solving and at the same
time flexibly utilize the reserves of accuracy and
reliability of CS. The method of variable scaling is
known, which allows reducing the number of digits when
representing numerical information in BPNS. Due to this
it is possible to introduce additional digits to organize
hardware operational control in the presence of
restrictions on the increase in weight, dimensions and
cost of CS. At the same time it is possible to maneuver
the accuracy, speed and reliability of calculations. The
specifics of BPNS impose the following limitations on
the variable scaling method: before each program cycle,
additional shift operations must be performed, reducing
the actual performance of CS by approximately 10%; the
use of variable scaling requires a large volume of
theoretical work to determine optimal scaling coefficients
before program development; variable scaling makes
sense to apply only to a specific class of tasks; this
method is unlikely to be appropriate for a CS operating in
real-time mode.

In RCS, there is a trade-off between the accuracy,
speed and reliability of the calculation. An increase in the
number of information bases increases accuracy, but
reduces productivity and vice versa. RCS is configurable,
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it can be dynamically changed for optimization for
different types of tasks and algorithms, ensuring
flexibility and efficiency of its application. That is, RCS
has a high degree of adaptability, which allows you to
adjust its parameters to solve a wide range of problems,
from those requiring high accuracy to problems with
limited computing resources.

The methods for organizing exchange operations in
BPNS, such as variable scaling, lack the flexibility and
universality of those employed in RCS. This makes it
possible to approach the solution of different types of
problems more flexibly and selectively, which is inherent
in the cognitive system.

The results of recent studies [28] have shown that
further progress on the way to increase the productivity,
fault tolerance and reliability of RCS objects of critical
application is connected with the development of the
theory and practice of NC, as the main component of
artificial intelligence systems. The basis for the creation
of NC is ANN, which, in turn, is based on the principles
of functioning of biological neural networks (BNN) of
the human brain. The use of ANN, when presenting
information in the NMB in the RCS, allows you to
effectively use information processing tools with massive
parallelism in the implementation of arithmetic
operations. In addition, the use of ANN when processing
information allows you to quickly carry out exchange
operations between the accuracy of the calculation of the
algorithm, the speed of its implementation and reliability
in the dynamics of the computing process, i.e. in real
time, which is inherent in the human brain.

Of particular interest is the problem of creating NC
based on ANN by using non-positional code structures in
RCS. The main goal of creating and using NC is to
increase the user and system performance of
neuroprocessing based on the use of neural network
technology. It was found that ANN models, as well as
cluster systems, are suitable for organizing a highly
parallel computing process and have high throughput in
real time. ANN, which are the foundation for the creation
of NK, must have the following basic properties: the
computational function of each NK node must be simple
and constant; the data transmission communication
network must have a large bandwidth; high parallelism of
data transfer between computing nodes [31].

The features of BNN are, first of all, the high speed
of information processing, which is achieved due to the
parallel work of neurons and synapses. Each neuron
performs slow analog processing of information,

however, the greater absolute connectivity of the neural
network between neurons through synapses provides real-
time parallel processing of large arrays of data. Secondly,
the BNN does not have specific local places (areas) in
which information is stored. Memorization and storage of
information occurs in a distributed manner throughout the
network structure, by modifying the weights and
thresholds of perceptrons. In this case, BNN are
considered insensitive to the loss of part of the network,
which ensures high reliability of the functioning of the
human brain. It is obvious that the listed features of the
BNN are holographic signs of human brain activity [19].
Thus, the task of creating NC is to create and improve
ANN models of adequate BNN. As it was shown above,
these models should be based on holographic features of
information processing, which will ensure ultra-high
productivity and fault tolerance (reliability) of
information processing. It is shown in the literature that
RCS provides deep (at the level of microoperations)
parallelism of processing large arrays of information. In
this case, RCS codes are a natural, natural mathematical
basis for creating ANN. In this aspect, this circumstance
determines the importance and relevance of research
devoted to the search for methods of increasing
productivity, fault tolerance, reliability, survivability, and
reliability of special-purpose CS based on the use of NC
operating in RCS [32]. At the beginning, we will show
that RCS is a natural mathematical basis for creating
artificial modular neural networks (AMNN) of a finite
ring, i.e. we will show the adequacy of mathematical
models of NC in RCS and BNN. The existing AMNN of
the final ring, created on the basis of the principles and
methods of functioning of the BNN, are the basis for the
creation of NC in RCS.

When creating a NC in the RCS, it is necessary to
take into account, first of all, such properties of the BNN
as: independence of the functioning of each of the
neurons; simplicity (low bit rate) of performing the
operation with one neuron; equal functioning of each
individual neuron in the BNN; the complexity and large
number of neuron connections in the BNN. The listed
main properties of the BNN make it possible to
implement the holographic principles of functioning and
information storage in the human brain. Thus, the
creation of NC is the creation of ANN, implementing
holographic principles and methods of information
processing and storage, similar to those laid down in
BNN. The structural and methodological scheme of NC
is presented in Fig. 1.

Biological neural
network

Artificial neural
network

Neurocomputer in the RCS

Fig. 1. Structural and methodological diagram of a neurocomputer
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Creation of ANN, realizing

holographic principles and methods C] 4, P

of information processing and 2

storage, similar to those inherent in

BNN, requires, first of all, x, | .4 Xye ny

determination and application of the =il 2 Adder Natlinaas: | #0000
existing or development of a new X< - T
mathematical  apparatus.  This e Sranstinens
mathematical apparatus  should 5

bring holographic features of

information processing and storage x| s Xg - A

to NC. As noted above, the L

encoding of numbers in RCS allows

to construct a computing device in

which the processing of all digits of a number (residues
ny) in RCS is performed independently of each other and
in parallel in time. In this case, the structural scheme of
the calculator in RCS is the simplest ANN — a set of
separate elementary calculators functioning
independently of each other and in parallel in time.

The known scheme of technical realization of a
biological neuron, i.e. the scheme of an artificial
(formal) neuron, is presented in Fig. 2.

This circuit consists of a set {A} of amplifiers

with gain coefficients n; (corresponding to the synaptic

strength of the biological neuron), who’s inputs receive
a set of X, where {x}(t=123,..,s), quantitative

values of environmental signs (outputs of other
neurons). The signals {x} correspond to signals

arriving from other neurons at the synapses of a given
biological neuron. Each signal {x;} is multiplied by an
appropriate weight {n} and fed to an adder

corresponding to the cell body of the biological neuron.
The gain coefficients n, can be tuned during the

learning process of the artificial neuron. At the outputs
of the amplifiers A, there are signals corresponding to

the values of x; -n;, which are input to the inputs of the
adaptive adder, where they are algebraically summed.
The sum signal Ztszl(xt -ny) enters the nonlinear

converter, where the process of recognizing the image
(situation) F given by a set of attributes is carried out
according to its value {x;} .

Fig. 2. Scheme of a formal neuron

tabular principle of arithmetic operations realization, is
performed for only two machine cycles of NC
operation, which is unattainable for BPNS.

According to the existing ANN theory, a single
neuron is capable of performing only the simplest
recognition procedure (the simplest computation).

However, the efficiency of neural networks is
based on the simultaneous joint use of multiple neurons,
i.e. neural networks.

Formal neurons (FN) are combined into layers.

An ANN layer is a set of formal neurons (see
Fig. 2) with a single input. A simplified scheme of one
ANN layer is presented in Fig. 3.

The analytical relation defining the dependence of
the output A, on the FN input x; in one layer of ANN

is defined as follows:

Frzfr(zs‘,xt‘nrt+urJ! (4)

t=1
where F, — output signal of the r- th neuron; f, —
activation function of the r-th neuron; x, — input signal;
N —gain (attenuation) x; u, — bias constant.

If the ANN consists of L layers, the outputs F, of

the neural network will be defined through its inputs
{x} as follows:

T.
. . J . . .
H Z D] Sy )y ) 5)
r rj th:l rjtj rjrj rj

As can be seen from the 7
scheme of construction and X,
functioning of a perseptron or the
scheme of a simple neural model
(formal neuron) of the BNN
(Fig. 2), the main basic operation
of neurocomputing is the operation
of summation of pairwise products

S .
of the form > " (x-ng). This
circumstance to a greater extent

—

TFrom ncurons
»

Amplifier 4,
value n,
(adjustment)

To neurons

determines the possibility of

effective utilization of RCS for Xg
creation of super-performance NC. —>
Thus, in this operation, .

multiplication in RCS, using the

Fig. 3. Scheme of the ANN layer (where AN — artificial neuron)
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where rj =1,2,...,R; R — is the number of neurons of

the considered ANN; j=1,2,..,L; L — the number of

layers of the ANN.
On the other hand, the form of representation of
numbers N in RCS is based on the use of the expression:

N =n O (modB)=>"n O ~yy-B, (6)

t=1 t=1
S
where B=| |t:1bt— the volume of the range of

represented numbers in RCS; s — the number of bases of
RCS; O; — orthogonal bases of RCS; yy — rank of

number N.

Formal (semantic) similarity of mathematical
models (4), (5) and (6), as well as analytical similarity
of ANN with the basic formulas of data processing
represented in RCS makes it possible to effectively
implement the NC model. The basis for this is the
consistency of the principles of RCS functioning with
modern concepts of cognitive processes.

As a result, the use of RCS allows us to create
superperforming, reliable and highly fault-tolerant NC
functioning in real-time data processing.

Conclusions

The creation of Al capable of imitating the human
mind is hampered by the limited capabilities of modern
computing systems and the lack of a full-fledged
theoretical model describing cognitive processes at the
level necessary for their artificial realization.

The development of Al systems involves a wide
range of issues and technical aspects. Due to the limited
scope of this study, the main attention was focused on the
consideration of the hypothesis of a possible model of
information processing in NC that is as close as possible
to the human cognitive system.

This paper is devoted to the consideration of one of
the potential variants of NC realization on the basis of non-
positional structure of data representation and processing in
RCS. NC utilize parallel information processing,
distributed data storage and the ability to learn by example,
which can be provided by NPCRS in RCS. Since
traditional positional numbering systems cannot effectively
process large volumes of unstructured data and identify
complex relationships in parallel. It is shown that it is
possible to create modern NC by implementing NMB on
the basis of RCS, which allows more naturally modeling
the hierarchical structure of neural networks. This
approach is justified by the following factors:

1. The impossibility of providing the requirements
for modern NC (the need to improve performance,
reliability, survivability and fault tolerance) in BPNS.

Traditional computers are based on sequential data
processing and have a bottleneck in data transfer between
the processor and memory, which limits performance
when processing large amounts of data typical for Al
tasks. This is especially important for complex tasks that
require real-time processing of large amounts of data.

2. Due to the application of the main three principles
of data processing in RCS, the considered Al model based
on the proposed NC structure has increased reliability and
fault tolerance. Mechanisms of self-diagnostics and
automatic recovery based on the principles of redundancy
and modularity ensure the continuity of the system
functioning even in case of hardware or software failures.
In other words, RCS has properties that correspond to the
modern ideas about the mechanisms of information
processing in the human brain.

3. The principles and methods used in RCS show
consistency with modern concepts of information
processing in BNN, which can provide a number of
benefits for Al.

4. An important prerequisite for the creation of NC
in RCS is the consistency, identity of mathematical
models of ANN (formal neuron, perseptron, single-layer
and multilayer artificial neural network, etc.) and
mathematical relations of data processing in NMB RCS.

It is shown that the use of RCS allows to create a
NC with improved performance characteristics, which is
especially important for matrix operations, widely used in
NN. RCS allows to parallelize the calculation of matrix
elements, which leads to a significant acceleration of
matrix multiplication.

The proposed model demonstrates high fault
tolerance due to the application of redundancy and self-
recovery methods of RCS. The architecture of the Al
system based on the proposed NC functioning in the RCS
is designed taking into account the requirements of high
reliability. The implementation of a modular structure
with a clear division of functions and the use of
distributed computing allows minimizing the impact of
failures of individual components on the overall
performance of the system.

Due to these properties, the Al system acquires
increased resistance to failures and ability to adapt to
changing conditions. Application of RCS allows to
reduce power consumption due to simplified hardware
realization of arithmetic devices and absence of transfers
between digits, and as a result contributes to the reduction
of the cost of neurocomputer systems.

This paper is a foundation for further development
of neurocomputers, and Al models in general, based on
alternative numbering systems, which is an actual
direction of research that can lead to the creation of faster,
energy-efficient and fault-tolerant Al systems.
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Heiipokomn'ioTep, mo GpyHKIiOHY€E B CHCTEMI 3aIHIIKOBHX KJIaciB
A. C. fuxko, B. A. Kpacno6aes, A. /1. I'nmymxo, C. O. ['oHuapeHko

AnoTanisi. Mera. Meta mojsrae B 0OIpyHTYBaHHI MOXJIMBOCTI CTBOpeHHs Helipokomm'torepa (HK) oO6poOku nanux Ha
OCHOBI BUKOPUCTAHHSI OJTHOTO 3 BHIiB HEMO3MUIIITHOT MalMHHOT apudMeTHky cucteMu 3aminikoBux kiaci (C3K). Mertonoutorisi. B
OCHOBY JIOCIi/DKeHb mpobniemu ctBopeHHss HK mokiameHo Merofonoriro, 3acHOBaHy Ha BHKOPHCTaHHI METOIIB CHHTE3Y
Herno3uwiiHux crpyktyp noaanus koxy (HCIIK), a takox peanizanii MetoniB 00pooku nanux y C3K. CykynHicTh JaHHX METOAIB
peasti3yeTbesl Ha OCHOBI BUKOPHCTAHHS TPHOX OCHOBHHX NMPHHIMIIB 00poOku mannmx y C3K: He3amexHOCTI 00pOOKH YHCENBHIX
3HAUCHb BMICTY 3aJIMIIKIiB; PIBHOIIPABHOCTI (DYHKIIIOHYBaHHS KaHaTiB OOpOOKM NAHUX; MAll0 PO3PSIHICTh JaHUX y YHCIOBOMY
MOJJaHHI BMICTy 3aiumiKiB. Pe3yabTaTu. Pe3ynpraTu MpoBEAEHOTO JOCIHIKEHHS MiATBEPHKYIOTh MOXKIHBICTE cTBOpeHHs HK, ski
BUKOpHCTOBYIOTh C3K sk ocHOBY mist oOpoOkm iHpopmarii. [loBeneHo ¢opManbHy (CeMaHTHUHY) CXOXKICTh MaTeMaTHIHHX
Mojiesieil, a TaKo)K aHaJITHYHY CXOXKICTh YSBICHHs IUITYYHHX HEHPOHHHMX CHCTEM 3 OCHOBHHMH (opMyiamu OOpOOKH IaHHX,
npezcrasinennx y C3K. BceraHoBneHO BigmoBifHICTH omeparlii BUB)KEHOTO ITiICYyMOBYBaHHsI B HEHpOHI 3 omeparlie J0/JaBaHHs 3a
moxymsimu C3K. IMokazano, mo ¢yHKIis aktuBanil HeHpoHa Moxe OyTH e(EeKTHBHO alPOKCHMOBAaHA 3 BUKOPHCTAHHSM OIlepariii
MHOXeHHs 3a monymsiMu C3K. AHamiTHYHO TOKa3aHO, IO MpencTaBieHHs Barn cuHamnciB B enementax HCIIK nosBomse
peanizyBaTH TapajienbHi OOYMCIICHHS, aHAJOTIYHI MapalielbHiil 00podmi iHpopMmarmii B oacekoMy Mo3Ky. HaykoBa HOBH3HA.
Bnepmre mposeneHo komintekcHe nocmiukeHHs BImBy C3K Ha Taki kimro4oBi xapakrepucTuku HeifpoxommiorepiB HK, sk
MIBAAKOIS TIpH 00poOIl BeMHKUX OOCSTIB TaHWX, HaiHICTh 30epiraHHs Ta mepenadi iHpopMallii, a TaKoX 3arajibHa CTIHKICTh JI0
BIZIMOBH. 3amponoHOBaHO HOBHIT miaxin no mobyxosu HK, mo rpyHTyeThCSl Ha BUKOPHCTaHHI HEHPOMEPEKEBOTO MaTEMATHIHOTO
Gazucy, mo 6azyerbes Ha Heno3uwiliHnx komax C3K. BrpoBamkeHHs1 TaHOro MaTteMaTHYHOIO arnapary y CTPYKTYpy HEHpOHHHX
Mepex 3abe3redye MOXKIIUBICT JOCSTHEHHS BUIIOT TOYHOCTI Ta IPUPOJHOCTI MPU MOJISIIIOBaHHI iepapXiuHoi opraHizariii, BIaCTUBOT
010JIOTIYHUM HEWPOHHUM MepeXKaM KOTHITHBHOI cucreMd Joauuu. IIpakTHdyHe 3HaveHHs. [lepcreKkTHBaMH IMOJANBIINX
JOCII/DKEHb € po3po0Ka KOHKPETHOI amaparHoi peani3awii HaampoayKTHBHUX Ta BucokoBigMoBoctiiikux HK Ha ochoBi C3K, a
TaKOXX BUBUCHHS MOXKIMBOCTI 3aCTOCYBAHHS JAHOTO ITiIXOMY JUIS BUPIMIEHHS KOHKPETHHUX 3aBJaHb IITYYHOT'O iHTENIEKTY, TAKUX SIK
po3mizHaBaHHS 00pa3iB Ta 00poOKa IPUPOIHOT MOBHL.

KawuoBi cioBa: o0pobka HaHHX; IUTyYHHH IHTENEKT; INTYYHHH HEHPOH; CHCTEMa KIACiB 3allMIIKIiB; KOTHITHBHA
crcTeMa JIIOIMHI; HEHPOKOMITIOTep; HeHpOHHA MepeKa; MaTeMaTH4Ha OCHOBA HEHPOHHOT Mepexi.
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