ISSN 2522-9052

CyuacHi indopmariiitai cucremu. 2025. T. 9, Ne 2

UDC 004.93

Valerii Filatov, Anna Filatova, Anatolii Povoroznyuk

doi: https://doi.org/10.20998/2522-9052.2025.2.02

National Technical University “Kharkiv Polytechnic Institute”, Kharkiv, Ukraine

FUZZY IMAGE CLASSIFIER IN LARGE DYNAMIC DATABASES

Abstract. Intoday's rapidly growing visual information environment, the task of efficient image search and classification
in large dynamic databases, which are updated daily with tens of thousands of new objects, is becoming especially relevant.
Such databases are characterized not only by their significant size but also by a high degree of variability, which requires the
development of algorithms capable of quickly and accurately recognizing distorted or modified versions of images in
conditions of limited response time. The subject of study is a fuzzy classifier for clustering distorted versions of images in
large dynamic databases. The aim of this work is to increase the accuracy of fast searches for distorted versions of images
in large dynamic databases, in which the speed of adding information reaches 10-12 thousand images per day. Methods
used: mathematical modeling, two-dimensional discrete cosine transform, image processing methods, decision-making
methods, fuzzy mathematics. The following results were obtained. A fuzzy classifier for clustering distorted versions of
images in large dynamic databases was developed. The experiments demonstrated that clustering distorted versions of images
was sufficiently fast and cost-effective in terms of data volume and computational resource requirements. ROC analysis

indicated the high quality of the developed fuzzy classifier.
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Introduction

Currently, the collection and processing of
information, particularly in digital mass media systems,
play a crucial role in shaping the information landscape
of the world. A significant amount of information is
contained in news feeds from electronic media, which
include both textual and graphical components.
Traditional approaches to processing news content
predominantly rely on morphological and semantic
analysis of text. However, images accompanying news
are increasingly being recognized as an independent and
significant source of information. This shift creates
opportunities for clustering not only based on textual
content but also on visual features. Furthermore, visual
features are often more resilient to contextual variations
than text keywords and are language-independent,
allowing for the development of a single model for news
items, rather than creating separate models for each
language in which the news is published.

Thus, the problem of image clustering is highly
relevant and has become a key component in the
construction of news digest groups.

Literature analysis. Today, there are numerous
commercial and research systems and services designed
for image search and recognition, including the detection
of distorted or modified versions [1-3]. Most existing
solutions in the field of image retrieval focus on direct
matching or global feature-based search [4, 5].

Commercial and cloud-based systems and services,
such as Google Similar Images, TinEye, AntiDupl.NET,
Microsoft Azure Computer Vision API, Clarifai,
Amazon Rekognition, and others, demonstrate good
performance in direct comparisons. However, despite
their widespread use and functionality, these systems
have several fundamental limitations that reduce their
applicability to tasks involving large dynamic databases.
These limitations include the inability to work with user
databases, lack of support for streaming or bulk data
entry, and low resistance to transformations such as
geometric distortions, the use of decorative filters, partial
cropping, logo overlay, or changes in format or resolution

[6, 7]. Additionally, these systems often lack flexibility
and transparency in their matching algorithms, as most
operate as "black boxes" that do not allow users to
customize image comparison parameters, a critical
feature for scientific analysis and visual clustering tasks
[8, 9].

Among the research and open-source systems, the
following are noteworthy:

— ImageMatch (a Python library), based on
SIFT/ORB descriptors and the Hamming distance,
enables image comparison using local descriptors.
Although the library can be integrated with its own
database, it is not robust to strong distortions and noise.

— ImgSeek (a CBIR system in Python) searches for
images with similar features using vector representations.
It is no longer actively developed and relies on outdated
algorithms.

— DeepDetect (a system in C++ and Python)
employs convolutional neural networks for image
processing, supporting classification, segmentation, and
search. However, it requires complex configuration.

— Vise (Visual Search Engine) is based on LSH
hashing and ORB descriptors and supports local database
integration. A disadvantage is that it requires
modification to fit user-specific tasks.

An analysis of the aforementioned systems and
services allowed us to identify the main approaches to
solving the problem of image search and recognition,
particularly in conditions where images are subject to
distortions, cropping, color changes, scaling, and other
modifications.

Some of the earliest effective approaches were
methods based on keypoint extraction using local
descriptors, such as SIFT (Scale-Invariant Feature
Transform), SURF (Speeded-Up Robust Features),
BRIEF (Binary Robust Independent Elementary
Features), ORB (Oriented FAST and Rotated BRIEF),
BRISK (Binary Robust Invariant Scalable Keypoints),
and FREAK (Fast Retina Keypoint) [10, 11]. These
methods have demonstrated good performance, but they
have limitations when working with large dynamic
databases. A typical image (~640 x 480 in size) generates
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between 500 and 2000 keypoints. With approximately
1000 descriptors for each of 10000 images, around 10
million comparisons are required.

For example, extracting SIFT features from a single
image can take 200-500 ms on a CPU and 10-50 ms on a
GPU or when using optimized implementations (e.g.,
OpenCV with OpenCL), but it is still relatively slow.
Additionally, the speed of comparison is influenced by
the use of quadratic metrics. On average, comparing one
image with a database of 1000 images takes several
seconds on a CPU, especially without optimization. In
large collections (>10000 images), the search speed
drops sharply without optimization.

Algorithms based on binary descriptors, such as
ORB, BRISK, or FREAK, are significantly faster due to
storing less information (32 or 64 bytes per keypoint,
compared to 512 bytes for SIFT) and using the Hamming
distance for comparison, which is fast and efficient.
However, the accuracy of these algorithms is
considerably lower, especially when processing distorted
images.

Another group of methods involves searching by
hashed features [12, 13]. For example, commercial
systems employ perceptual hashing techniques such as
pHash, aHash, and dHash, which enable fast image
comparison based on a 'visual fingerprint'. However,
these methods are not robust to complex transformations,
including rotations and scaling. As a result, these
methods are primarily applied for rapid pre-filtering of
potential matches.

The emergence of deep convolutional neural
networks has significantly changed the field [14, 15].
Architectures such as ResNet, Inception, and VGG have
become standard tools for extracting fixed-length feature
vectors (feature embeddings) from images [16].
Nevertheless, deep models require substantial
computational resources, and their effectiveness largely
depends on the quality and representativeness of the
training data.

Recent studies have demonstrated the potential of
self-supervised learning and visual transformers (ViT).
Models such as DINO, SIimCLR, and CLIP (developed
by OpenAl) show high robustness to distortions and are
capable of aligning images with textual descriptions [17].
These models can reliably recognize images even under
significant transformations but require powerful
hardware infrastructure and are complex to deploy.

The analysis indicates that current systems and
services for image clustering in large dynamic databases
suffer from several limitations, including insufficient
performance, limited accuracy, and proprietary
implementations.

In [18], the authors proposed an image classifier
that maintains performance regardless of the increasing
volume of data in the database.

The general model of an image classifier can be
represented as a tuple 1C=(I,C,S,R,0), where

I ={l,1,,...,1,} is the set of images that need to be
classified (collection of images); C ={C,,C,,...,C,} is
a set of clusters (image classes), while C,NC; =2

Vi#j;S :{§1,§2,...,§L} is a set of image signatures;

RcCxS is relationship between clusters and
signatures; O:1 — C is a clustering operation, which
consists of transforming images, after which either an
image 1, el with a signature S €S belongs to an

existing cluster C, € C, or a conclusion is made about
the need to create a new cluster C,,, € C to which this

image can be assigned, while one image can be assigned
to only one cluster. The relation R has the following

property: VC, eC3S, €S:(C,,S;)eR.

Then anew image 1, € | with a signature S €S
belongs to an existing cluster C, € C if there is such a
signature S, =(Sy5---»Sys---» S 1) » the distance to

which is minimal among all signatures and less than a
given threshold ¢, . Otherwise, a new cluster C, ., with

the image |, € | iscreated. Thus, the decision rule of the
classifier has the following form

if 3(C,.S,):d(S,.S) =

C., oL
l,ed ™ = min_d(S,.S,)<g 1<k <K; (1)
p#n, pel,P
C otherwise.

K+1?
It is proposed to use the metric of city blocks as a
measure of the similarity of two vectors d and b

d(a,b) =Z|ai ~b. 2)

The computation of signatures in (1) based on the
two-dimensional discrete cosine transform ensures the
classifier’s invariance to affine transformations of the
original image. Nevertheless, research has shown that
when classified images contain distortions such as
changes in color gamut, slight shifts, or cropping by a few
pixels, their signatures begin to deviate from the
reference, leading to clustering errors when using the
classifier proposed in [18]. These errors manifest either
as the formation of additional clusters containing
distorted images (Type | errors) or as the merging of
dissimilar images into a single cluster (Type Il errors). In
such cases, the classifier’s parameter settings do not
allow for the simultaneous reduction of both Type | and
Type Il errors.

Therefore, the task of improving the classification
quality for distorted versions of images in large databases
remains highly relevant.

Problem statement and purpose of the study. The
aim of this study is to enhance the accuracy of rapid
search for distorted versions of images in large dynamic
databases, where the data ingestion rate reaches 10-12
thousand images per day.

To achieve this goal, it is necessary to solve the
following tasks:

— to develop a fuzzy classifier for clustering
distorted versions of images in large dynamic databases;

— to conduct an experimental evaluation of the
proposed fuzzy classifier.
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Development of a fuzzy classifier

Studies on the classification quality using the
proposed crisp classifier [1] have shown that the
signature vector coordinates of distorted image versions
may vary within a small range, leading to type | errors.
At the same time, reducing the accuracy of determining

the signature components S, €S through the use of
quantization matrices Q,Q,,Q,,Q, [18] or lowering
the threshold ¢, in the decision rule (1), although

decreasing type | errors, significantly increases type Il
errors (i.e., not only distorted versions of the image but
also dissimilar images are clustered together).

This paper proposes the use of fuzzy mathematics
to determine the degree of membership of an image to a
given class.

Consider a class C, consisting of visually similar

images. Then, for the class C, , we can define a reference
image lq, € C, with a corresponding signature vector

S, =(S,)".". Let there be a subclass CS*® of images
that are potentially similar to the images of class C, , and

CE“b z Cy according to the results of crisp clustering
based on the decision rule (1).
To form a subclass, C§*° it is necessary to identify

images 1, ¢ C, whose signatures are similar to the
signature S, of the reference image Igy € Cy, i.e. each
coordinate S, of the signature S, of the image I, must
belong to the interval [Sy; —8;; S +8;1, where Sy is the
i-th coordinate of the signature S, of the reference image
lox; 8 is the permissible deviation for the i-th
coordinate. To solve the given problem, we introduce the
concept of a fuzzy signature vector S:If“b = (S with
a rectangular membership function

Hgaun (Sii) = {g :tsglr\;z: T )
where &; is the width parameter of the fuzzy set S5° .
The paper then proposes the following decision rule

for forming the subclass C§"°

| C®, ifpg. (Sy) =1Vi;
e ki
' C,, otherwise,

(4)

where C_ & Cy is the class to which the image was
assigned 1, at the stage of crisp classification using the
decision rule (1).

Let us describe the reference image g, by a fuzzy
normalized signature vector S:k’ =S,V with a
Gaussian membership function

! ’ 2
’ (S i—S )
Hg,; (Sni) =exp[—% : ®)
Oki

where S €[0;1] is the normalized value of the i-th

coordinate of the crisp signature vector S, = (S, )", of

the image 1,eC™ to be classified; CS*® is the

subclass of images potentially similar to the reference
image g, €Cy; S, €[0;1] is the center of the fuzzy set,

which is determined by the value of the i-th coordinate of
the crisp vector of the signature S, =(S,)Y," of the
reference image lg, ; oy is the width parameter of the

fuzzy set S3HP .

Normalization of the coordinate values of the
signature vector can be performed as follows [19]:

) S, - miin(Si)

o max(S;) - min(s;) '

(6)

Then, the problem of fuzzy classification of the
image I, is reduced to assessing the degree of

membership of a crisp normalized signature vector S/ to

a fuzzy normalized signature vector S; .

There are various methods for constructing a fuzzy
decision rule to assess the membership of a crisp vector
to a fuzzy vector [20, 201]. Let there be a crisp vector

S=(5)M5?, and a fuzzy vector S =($;)Mgt, where

each coordinate of the fuzzy vector represents a fuzzy set
with a membership function Hg, (Si) €[0;].

The classical approach is to calculate the minimum
value coordinate-wise (S € S)=minpg (S;). This
i 1

approach reflects the weakest degree of membership; that
is, if at least one coordinate has a low membership value,
the entire vector is considered to have a low degree of
membership. This method of defining the intersection
operation is applicable in problems where strict control
over all features is important.

Given that the method for determining the image
signature is based on the two-dimensional discrete cosine
transform [18], a strong deviation in a single coordinate
should not be decisive in the intersection operation.
Therefore, this method is not suitable for solving the
problem.

An alternative approach involves computing the
average degree of membership across all components of
the vector:

- o= 1 M-1
HSeS)= 0 g (S). ™
i=0

In this case, an error in one coordinate can be
compensated by the others, meaning there is no single
critical coordinate. This method is less strict than the
minimum-based approach, as it considers all
components, even if one of them deviates significantly
from the reference.

Then, the final solution is as follows:

I, e C., ifu(S/eS)> 8)
C,, otherwise,

where t € (0;1) is the similarity threshold.
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As a result, either the image 1, is added to class Cx,
or it remains in the original class C, to which it was
assigned during the crisp classification stage using the
decision rule (1).

Software implementation of a fuzzy classifier

For fast and precise search in large databases, it was
proposed in [18] to use a signature of up to 10 elements.

$deviation 15

$sql COUNT (*)

In this paper, we propose reducing the signature
length to 6 elements during the precise search stage to
increase speed.

Meanwhile, during the fuzzy search stage, the
signature is extended to 20 elements.

The software implementation of the decision rule
(4), taking into account the membership function (3), in
PHP using the MySQL DBMS is as follows:

cnt, vro, vrl, vr2, vr3, vr4, vr5,

avg(vré) vré, avg(vr7) vr7, avg(vr8) vr8, avg(vr9) vr9, avg(vrle) vrle, avg(vrll) vrill,
avg(vrl2) vrl2, avg(vrl3) vrl3,avg(vrl4) vrld, avg(vrl5) vril5,avg(vrlé) vril6, avg(vrl7) vrl7,

avg(vrl8) vril8, avg(vrl9) vri9o
dct_test
vro, vrl, vr2, vr3, vr4, vr5
dbl_query($sql);
($res = dbl_fetch_assoc($query)) {
$vector_target $res;
unset($vector_target['cnt']);
$conditions [1;
$key = [1;

(['vr0', 'vri', ‘'vr2', 'vr3', ‘'vr4',
$fields[]=%$key." != '" . $res[$key].""'";
$conditions|[] ("

"({$key} BETWEEN "

$query

($res[$key]
b
$sql_similar
vrl2, vrl3, vril4, vrl5, vrl6, vrl7, vrl8, vrl9
dct_test implode("
$query_similar = dbl_query($sql_similar);
($vector_test
$m = test m($vector_target, $vector_test);

In the proposed implementation, signatures of the
images lq, € C, are determined as the average value of

the coordinates of the image signatures that belong to a
given class. The user functions dbl_fetch_assoc() and
dbl_query() are used to implement prepared queries to
the database (which are not discussed in this article). The
specificity of the rectangular membership function (3)
implementation is that the database selection with
BETWEEN conditions, combined using AND, takes up
to 100 ms for indexed columns and up to 500 ms for non-
indexed columns, which is quite acceptable for solving
the problem. To implement the calculation of the average
value of the membership degrees according to (7), the
following function can be used:

function fuzzy_rule ($vectorl, $vector2, $b)
{
$mu = [1;
$vectorl
$vector2

norm($vectorl);

norm($vector2);
($vectorl $i
$diff = ($x
$mul] = exp(

$x) {
$vector2[$i]) / $b;
($diff 2) / 2);

array_sum($mul)

count($vectorl);

The proposed implementation uses a user-defined
function norm(), which performs normalization
according to expression (6).

Experimental verification of fuzzy classifier

In this work, an experimental test of the developed
fuzzy classifier was conducted on a dataset with the

'vr5']

$deviation) " and "

", $conditions) " and "

$key) {

($res[$key] + $deviation)

"))

vro, vrl, vr2, vr3, vr4, vr5, vré, vr7, vr8, vr9, vrile, vrll,

implode (" ", $fields);

dbl_fetch_assoc($query_similar)) {

following characteristics: number of images — 804724;
all images are colored; number of clusters — 445999.
The full characteristics of the dataset are provided
in [18].
At the stage of crisp clustering, in decision rule (1),
it was assumed that ¢, =0, meaning that completely

identical images or images that cannot be visually
distinguished are grouped into the same clusters.

To form the subclasses CS*®, the width parameter

sub

of the fuzzy set §ki in (3) was chosen as §; =15Vi. For

calculating the coordinates of the vector S:k’ , the width
parameter in (5) was chosen as c,; = 0.01Vi .

A comparative analysis was conducted between the
crisp classifier developed in [18] and the fuzzy classifier
proposed in this work, for images described by signature
vectors of length M =20. Table 1 presents the results of
some experiments.

Experiment No.1 shows images with different
levels of cropping (1.1-1.3), marked as 'add/crop', as well
as an example of a dissimilar image (1.4), marked as 'not
similar', from the subclass of potentially similar images.
In addition, image 1.3 is flipped horizontally, marked as
flip'.

Experiment No.2 shows a dissimilar image
(marked as 'not similar’) from the class of potentially
similar images with a high degree of membership.

Experiment No. 3 presents images that differ from
each other both in cropping and in some additional details
(marked as 'crop&change”).
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Table 1 — Experimental results

No. Image 1ok S,

11
(add)

1.2
(crop)
(636, 762, 771,
459, 925, 431, 94,
526, 553, 130, 72,
160, 323, 121,98,
101, 83, 104, 90,

1.3 109)
(flip,
crop)
1.4
(not
similar)
(787, 933, 928,
21 487, 1099, 506,
(n.ot 86, 592, 572, 42,
similar) 190, 42, 295, 92,
122, 166, 234, 8,
22, 156)
(764, 877, 885,
31 423, 1017, 399,
(crc;p & 63, 463, 486, 29,
240, 35, 220, 73,
change)

267, 176, 279, 20,
36, 309)

Research has shown that for a crisp classifier with
decision rule (1), increasing the signature length does not
simultaneously reduce both type 1 and type 2 errors. If
the threshold ¢, is increased, type 1 errors decrease,

while type 2 errors increase.
In addition, it is impossible to select a single
threshold ¢, for all classes, which significantly

complicates the implementation of the algorithm due to
the need to optimize a very large number of parameters.
Thus, the distances calculated by (2) between similar

images in experiment No. 1 (in Table 1 d(S;,S; ,) =145
for image 1.2 and d(S;,S;3) =150 for image 1.3) are
greater than the distance between dissimilar images in

S, d(S.5) | u(SieSh)

(634, 759, 767,
454, 920, 429, 94,
523, 547, 123, 82,
152, 319, 121, 95,
115, 94, 100, 89,

106)

95 0.916

(647, 772, 783,
462, 936, 431, 84,
525, 555, 126, 78,

154, 318, 108,
109, 103, 89, 98,

79, 124)

145 0.911

(648, 774, 784,
463, 938, 432, 85,
526, 556, 126, 78,

154, 319, 109,
109, 103, 90, 98,

80, 124)

150 0.919

(634, 762, 767,
451, 921, 438,
110, 530, 542,
123, 70, 145, 312,
133, 82, 85, 91,
77,77, 96)

196 0.647

(796, 943, 937,

485, 1109, 508,

82, 595, 572, 35,

187, 37, 300, 90,

122, 137, 228, 5,
29, 153)

129 0.855

(769, 886, 894,
433, 1029, 408,
56, 472, 496, 21,
238, 29, 222, 68,
264, 180, 280, 26,
42, 308)

124 0.957

experiment No.2 (in Table 1 d(S,,S,,)=129 for

image 2.1).

It is obvious that the more similar the images are to
each other, the greater the membership degree (7) and the
smaller the distance (2). However, during the analysis of
the experimental data, it was noted that a smaller value

of the metric (2) (column u(S| € S:lQ) in Table 1) does not
always correspond to a larger value of the membership
function (7) (column d(S,,S,) in Table 1).

For example, in experiment No. 1
(S}, €5))=0911<pu(S/5 €5])=0.919, and at the
same time d(S;,S; ;) =145<d(S;,S; 3) =150.
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This discrepancy becomes even more pronounced
when comparing the calculation results for images from
different classes.

Thus, w(S{;eS])=0.916<pu(S}; € S4)=0.957,
although d(S;,S; 1) =95 <d(S3,S34) =150 (Table 1).

The problem of being unable to select a single
threshold in the decision rule (1) is due to the non-
normalized values of the metric (2).

In contrast, choosing the threshold t in decision
rule (8) is a simpler task, as the values of the membership
function (7) are normalized and have a clear physical
interpretation.

The conducted ROC analysis showed the high
quality of the developed fuzzy classifier (Fig. 1).

ROC-kpuBan (AUC = 0.97)

<
@

o o
-~ w
R
Y

o
=}
T

\
hS

True Positive Rate
o o
-9 (1]
.
\
\

=)
w
LS

0.2} s + I I i
rd ROC-xpueas
0.1k // | — — —Cnyuaikein knaccudmkatop |
¥  Mopor0.91
- - ; -
01

0 0.1 02 03 04 05 06 07 08 08 1
False Positive Rate

Fig. 1. ROC curve of the fuzzy classifier (8)

From the analysis of experimental results, the
optimal threshold was determined to be t <[0.9,0.91].

Conclusions

In this work, a fuzzy classifier has been developed
to effectively cluster distorted versions of images in large
dynamic databases. To ensure high processing speed, a
two-stage classification approach is proposed. At the first
stage, a fast crisp classifier is employed to detect identical
or visually indistinguishable images. At the second stage,
the developed fuzzy classifier is applied to identify
distorted variants of images that could not be reliably
clustered using the crisp method.

A complete software implementation of the fuzzy
classifier has been carried out. Special attention was
given to the optimization of membership function
implementations, enabling efficient SQL queries in large
databases.

The use of rectangular and Gaussian membership
functions was evaluated with regard to execution time
and accuracy.

Practical testing has shown that the proposed
approach enables fast and resource-efficient clustering,
even in databases containing hundreds of thousands of
images.

Experimental results, including ROC analysis
(AUC = 0.97), demonstrated the high classification
quality of the fuzzy approach, significantly
outperforming the crisp classifier in scenarios involving
image distortions such as cropping, flipping, and content
variation.

Future research will focus on fine-tuning the
parameters of the fuzzy classifier, particularly the
membership function width and threshold values.

Another promising direction is the adaptation of
the proposed methodology for classifying other types of
structured data, including the automatic classification
and grouping of news content in digital media
platforms.
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Heuitknii knacudikarop 300paxkeHHs1 y BeIUKHX THHAMIYHUX 6a3aX JaHHX
B. B. ®inaros, I'. €. ®inarosa, A. 1. [ToBopo3HIOK

AHoTaunis. B cygacHHX yMOBaX CTpiMKOTO 3pOCTaHHS 00CATIB Bi3yanbHOI iH(OpMaIlii 0cOOINBOT aKTyalbHOCTI Ha0yBa€e
3amava e()eKTHBHOTO MOIIYKYy Ta Kiachudikarlii 300paKeHb y BEIMKUX JMHAMIYHHX 0a3aX JaHUX, sKi IOJHS MOMOBHIOIOTHCS
JECSITKaMH THUCSY HOBUX 00'ekTiB. Taki 0a3su XapakTepU3yIOThCs HE JIMIIE 3HAYHMMH PO3MipaMH, ajle W BHCOKUM CTyICHEM
BapiaTHUBHOCTI, 1[0 BUMara€ po3poOKH aJTOPHTMIB, 3[aTHUX A0 LIBHAKOTO Ta TOYHOIO PO3IMi3HaBAaHHs CIIOTBOPEHHX abo
MoanGiKoBaHUX Bepciii 300paXkeHb B yMOBax 0OMexeHOro yacy Biaryky. IlpenmMer mociiukeHHsi: HeqiTKui Knacudikatop s
KJIacTepu3allii COTBOPEHUX BepCiii 300pakeHb y BEIMKUX IWHAMIYHUX 0a3zax AaHUX. MeTOH AOCHiIKeHHS € IiIBUIICHHS
TOYHOCTI IIBUIKOTO TIOMIYKY CIIOTBOPEHUX BEPCiid 300pakeHb Y BEIHKUAX INHAMIYHAX 0a3aX TaHUX, Y SKUX IIBUIKICTh JOTaBaHHS
iHpopmanii csrae 10-12 Tucsu 300paxkeHsr Ha 100y. MeToam, 0 BHKOPHUCTOBYIOTHCSI: MaTeMaTHYHE MOJICIIOBAHHS,
JBOBUMIpHE IVCKPETHE KOCHHYCHE IIEPETBOPEHHsS, METOIU OOpoOKH 300pakeHb, METOIW MPHUHATTSA pillleHb, HEYiTKa
MaremaTnka. OTpuMaHni pe3yabraTn. Po3pobneHo HewiTkuit kinacudikaTop Uit KacTepu3allii CIOTBOPEHUX Bepcili 300paykeHb
y BEJIMKUX JUHAMIYHUX 0a3zax naHux. [IpoBeleHi eKCriepuMeHTH IOoKa3aly, 10 KJIacTepu3allis CIOTBOPEHUX Bepciil 300paxkeHb
BUSIBUJIACS JJOCHTh IIBHJKOIO Ta MAaJOBHUTPATHOIO 3 MOMAAY 0OcsriB iHdopmarii Ta BUMOT 10 00YMCIIOBANBHOT MOTY>KHOCTI.
[Tposenennit ROC anaini3 oka3aB BUCOKY SKICTh pO3pO0IICHOTO HEUiTKOTo Kiiacudikaropa.

KawuoBi cimoBa: HeuiTkuil kiacudikatop 300paxkeHb; BeluKa AMHaAMiYHa 0a3a JaHHX; CIOTBOPEHI Bepcii 300paxeHb;
KOMIT' FOTepHa CHCTeMa; IIBUAKUH MOLIYK.
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