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ADVANCED METHODS FOR CLASSIFICATION QUALITY ASSESSMENT
LEVERAGING ROC ANALYSIS AND MULTIDIMENSIONAL CONFUSION MATRIX

Annotation. The object of the study is the process of classifying objects in scientific problems. The subject of the
study is methods aimed at assessing the effectiveness of multiclass classification. The goal of the study is to study the
classification process and develop a classifier evaluation module to increase the speed of such evaluation and reduce the
time to build complex machine learning classifiers. Methods used: methods for evaluating machine learning classifiers,
methods for constructing ROC curves, principles of parallel and distributed computing. Results obtained: an analytical
review of the scope of application of the classification quality assessment module in the field of humanities, technical and
economic sciences was conducted. Existing classification quality assessment metrics were considered and mathematical
descriptions of metrics were formed for the multi-class case. Software was developed that implements the proposed
mathematical descriptions using parallel calculations and optimization of identical operations. The developed module was
tested for reliability. Conclusions. According to the results of the study, methods for effective classification quality
assessment is proposed, which allows reducing the time for assessing the quality of multi-class classifiers by 40%
compared to the classical methods. The development of this module opens up broad prospects for further research in the
direction of improving the quality of classification, which will contribute to the development of various spheres of human
activity and increase the efficiency of solving tasks related to data analysis.
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Introduction

Classification is one of the key steps in data analysis
and machine learning. The growing amount of data and
the variety of areas of their application require constant
improvement of methods of classification and evaluation
of their effectiveness [1]. In today's world, where
decision-making is increasingly based on the analysis of
large volumes of data, it is important to have the means to
accurately assess the quality of classification. This affects
strategic decision-making and successful problem solving.

This problem is especially relevant when working
with a large number of models, for example, with
ensembles that require the simultaneous calculation of
the performance indicators of a large number of different
classifiers (both homogeneous and heterogeneous) [2].

There are various metrics for evaluating the
performance of classification models. One of the most
common is the ROC curve, which takes into account the
ability of the model to distinguish classes and shows the
relationship between sensitivity and specificity of
classification [3, 4].

However, the ROC curve does not always give a
complete picture of the classification results, especially
in the case of multi-class classification [5]. Here there is
a need to use a multidimensional confusion matrix,
which will avoid distortions when assessing the quality
of classification.

The development of a module that combines ROC
curve and multidimensional confusion matrix is of great
importance for various industries. From medicine to
finance, from advertising to technology, in all these
areas, classification accuracy is important.

In addition, the availability of such a module can
become an important tool for researchers and
practitioners in the field of data analysis [6], as it will
allow processing larger volumes of information and
developing more efficient classification methods by, for

example, improving ensembles or using epochal (multi-
step) approaches.

The relevance of the development of such a
mathematical library for classification assessment is
confirmed by a large number of scientists who solve
various problems, have a stage of quality assessment of
the obtained models, however, due to the use of
conventional calculations and standard libraries, the
quality assessment time increased, which led to the
impossibility of integrating computational methods at
the stage of model training.

That is why, in order to increase the speed of the
evaluation process both when building the model and when
fully analyzing the results, a new method of calculating the
classification quality metrics is proposed, which, using the
principles of parallelism and resource allocation,
significantly reduces the time required for processing the
results and, accordingly, speeds up the entire process of
building a classification model in in general.

Object, subject and methods of study

The main idea of the work is to study the
classification process and develop a classifier evaluation
module to increase the speed of such evaluation and
reduce the time to build complex machine learning
classifiers.

The object of the study is the process of
classifying objects in scientific problems.

The subject of the study is methods aimed at
assessing the effectiveness of multiclass classification.

The main objectives of the study are as follows:

1. To conduct an analytical review of the scope of
application of the classification quality assessment
module in various industries, to form a mathematical
general description of the classification problem.

2. To consider existing classification quality
assessment metrics, to form mathematical descriptions
of metrics for the multi-class case, taking into account
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the capabilities of parallel and distributed computing in
computer systems.

3. To develop software that will implement the
proposed quality assessment metrics for classification
with several classes. To develop a random data
generation module with the ability to adjust the number
of measurements, the number of resulting classes.

4. To test the developed module for reliability,
compliance with functional requirements and correct
operation.

Statement of the study problem

For a multidimensional confusion matrix CM .,
where & — the number of classes, the computational
complexity of metrics can increase significantly, which
limits the application of standard approaches in
conditions of large amounts of data.

The problem can be presented as a problem of
minimizing the time for assessing the quality of
classification Tevw, which depends on the computational
costs of constructing a multidimensional error matrix
and ROC curve:

Tevar = Tem + Trocs

M
where Ty, — time to build a multidimensional error
matrix, Troc — time to calculate ROC curves.

The second condition of the problem is to preserve
the accuracy of the evaluation metrics, such as the area
under the curve (AUC).

To solve the problem, it is proposed to use parallel
and distributed computing techniques using GPU.
Optimization of calculations involves parallel processing
of a set of elements of the CMj matrix, as well as
independent calculation of metrics for each class or
group of classes:

N
CM;; = Z Ity = i,Yn =), @
n=1
where N is number of samples in the sample, ¢, is true
class of the n-th sample, y, is the label predicted by the
model, I(+) is the indicator function.

Related works analysis

Object classification is one of the key tasks of
modern machine learning technology. In cases where
there are many objects and features that describe them,
the relevance of creating machine learning models that
will solve this problem increases. Such models are
classifiers.

The formation of classifiers can be mathematically
described as the process of finding a decision rule that will
allow describing or approaching the unknown target
dependence f: X — VY. In this dependence X is a set of
objects, each of which is described by a deterministic
sample of features xi. In this case, Y is a vector with
numbers or names of classes to which objects X belong [7].

Analysis of scientific works [8—16], which were
devoted to solving the problem of classification in
various fields, allows us to distinguish five types of
classifications:

1. Binary classification is the simplest case, when
there are only two resulting classes. Such classification

can also be divided into two cases. In the first case, it is
necessary to detect an object of only one class, and the
second class exists to inform about the absence of
belonging of this object to the first class. In the second,
there are two classes and the conditions of the problem
guarantee that the absence of objects in the image, the
presence of some undefined class is excluded and cannot
exist in the context of the problem.

2. Multiclass classification is a problem with the
number of resulting classes from three to excessively
large values (for example, recognizing hieroglyphs of a
language that has tens of thousands of different
characters). In some cases, instead of such classification,
several binary classifiers are used, but such models most
often lead to an increase in the time for training and
recognizing one sample.

3. Disjoint class classification is a task where an
object is assigned one and only one class from a list of a
large number of possible classes. Such tasks typically
arise in areas where it is necessary to accurately
determine whether an object belongs to a specific
category, such as medical diagnostics, object recognition
in images, or category selection for text or audio
content.

4. Classification with intersecting classes, on the
contrary, solves problems in which the result of the
classification may not be a value, number or name of a
class, but a vector of such values. A common example
of such a classification is the classification of animals by
species, families, classes, etc. In such cases, the animal
can be immediately identified by species and family.

5. Fuzzy classification is a special case of
classification with overlapping classes. Unlike
overlapping class classification, classifiers of this type
have as a result a vector of static size equal to the
number of classes. Each element of this vector takes a
value from 0 to 1, and its index reflects the class
number. Such values are the degrees of belonging of the
studied object to the class. The resulting classifiers of
this model are widely used in decision support systems,
in which the final decision is formed by an expert in a
specific field.

The development of a module for assessing the
quality of classification methods is a promising and
quite relevant task, because almost all fields of
knowledge have scientific directions, problems and tasks
that can be solved as a classification task. Fields of
knowledge in which the module for assessing the quality
of classification methods can be used: information
technology, engineering, production and construction,
healthcare, security and defense [8], services, natural
sciences, business, social sciences and education.

Limited to the field of information technologies,
there are several applied groups of tasks and problems
related to the classification of objects of any information
systems [9]. Among the main and primary tasks, the
following can be distinguished:

1) Object classification in information systems
security. Classification tasks in this context include the
detection and identification of potentially dangerous
objects, such as malicious code or intrusions. The use of
classification models can help in real-time recognition of
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new types of threats and take quick and effective
measures to prevent them [10].

2) Pattern recognition and natural language
processing. In information technology, where data often
has a complex structure, classification is used for pattern
recognition and natural language processing. For
example, pattern recognition systems can be used to
classify graphical objects, and natural language
processing models can classify text data into semantic
categories [11].

3) Personalized recommendations and content
filtering. In the field of Internet technologies,
classification problems are used to create personalized
recommendations and content filtering. Classification
models can analyze user preferences and make
predictions about what content may be interesting or
meet individual user needs [12].

4) Email Classification and Spam Filtering. Email
classification tasks address the problem of spam
filtering. Classification algorithms help automatically
recognize and filter out unwanted messages, providing
users with a clean and secure inbox [13].

5) Classification of network traffic anomalies. In
the field of networking technology, classification is used
to detect anomalies in network traffic. This allows
security systems to automatically respond to unusual
patterns and identify possible threats or intrusions [14].

6) Incident Classification and Service Recovery.
In the field of incident management and technical
support, classification helps automate the registration
and analysis of incidents. This contributes to faster
service recovery and increases the efficiency of
customer service [15].

7) Big Data analysis and classification for the
diagnostic nature of computer systems. In the field of
big data analysis, classification is used to predict the
health of systems and equipment. This can include
detecting anomalies in equipment operation and warning
of possible failures using data analysis and classification
models [16].

It was also found that the problem of forming, on the
one hand, a fast and, on the other hand, an effective and
visual method to assessing the quality of classification,
becomes especially relevant in the process of time-
consuming calculation of various metrics for ensemble
classifiers, especially when trying to build heterogeneous
models [17]. In such a case, for example, when using the
epochal approach, there is a need to calculate similar
metrics for a large number of models, as well as for the
ensemble classifier that is built on them for each of their
epochs. In such a case, there is a need to use a less time-
consuming and more visual method to assessing the
effectiveness of various classifiers at all stages of the
construction process. In general, the use of classification
models in the field of information technology is
expanding, providing new opportunities for automation
and optimization of processes [18].

Overview of approaches and methods

For the final quality assessment, all reviewed works
[17-20] that use machine learning technology use two
elements: the confusion matrix and the ROC curve.

Confusion matrix — a table containing the results of
comparing the results of classifiers with the expected
values, which are the target values when building
machine learning models. Fig. 1 shows a concise view of
the confusion matrix for the two-dimensional case with
most of the quality metrics calculated based on the
values of the confusion matrix. The total number of
samples in the training/test sample is called
Total Population. According to the type of condition,
the value of Total Population is represented as Actual
Condition (4C) and Predicted Condition (PC).

PE
Total Population
PR BM PT
B 8% FN TPR FNR
AC

B N FPR TNR
Pre PPV | FOR
Acc FDR NPV MK

Fi-
BA FM MCC TS

score

Fig. 1. Binary confusion matrix
with classification quality metrics

An important check of the reliability of the matrix
is the fulfillment of the condition AC = PC. If the
condition is not met, we can conclude that the amount of
data in the training/test sample does not match the
number of resulting classifier values. In the case of
binary classification, the actual value is divided into
Positive (P) and Negative (N). For the classification
results, the distribution is formed between Predicted
Positive (PP) and Predicted Negative (PN). Four
possible intersections between these sets form the value
of the confusion matrix:

e The True Positive (TP) set consists of elements
that are at the intersection of the sets P and PP
(TP=PnNnP). Depending on the scope of use of
classifiers, this set is also called: correct diagnosis,
activation, triggering, or target class detection.

e The True Negative (TN) set is defined as
TN = N N PN. This set includes all the training sample
samples that did not actually belong to the target class,
and the artificial intelligence model classified them as
other classes.

e The False Positive (FP) set is defined as Type I
errors or overestimation. Samples that the classifier has
identified as elements of the target class, but which
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actually belong to other classes, describe this set
(FP = NN PP).

e The False Negative (FN) set, also known as a
type Il error, a miss, a threat omission, or an
underestimation. All samples that actually belong to the
target class but were mistakenly recognized by the
classifiers form this set. (FN = P N PN).

In the confusion matrix and quality metrics, the
cardinalities of the above-considered sets (the number of
elements belonging to them) are used. However, when

forming the considered sets for multi-class classification,
difficulties arise, because the opposite of the target class is
a set of other classes. In other words, the size of the matrix
increases, but TP, TN, FP, FN remain.

The class for which the sets 7P, TN, FP, FN are
formed is called the target class.

Fig. 2 shows the classification inconsistency
matrices of six classes with different target classes. The
set of these matrices is the multidimensional
inconsistency matrix.

Confusion Matrix

AC

c) Target class = 2

d) Target class = 3

e) Target class = 4

PC

Confusion Matrix

AC

f) Target class = 5

Fig. 2. Confusion matrices for classification problems with six target classes

By analyzing matrices for different numbers of
resulting classes, it becomes possible to mathematically
generalize calculations for sets TP (3), TN (4), FP (5)
and FN (6).

TPk = CMkk' (3)
TNe= D ) My, “)
izk j#k
izk j=k
FNe= ). ) CMy, (©)
i=k j#k

where 7Py — number of elements of the set of true-
positive cases of the target class k, TN, — number of
elements of the set of true-negative cases of the target
class k, FP,— number of elements of the set of errors of
the first kind of the target class k, FNy — number of
elements of the set of errors of the second kind of the
target class k, CM; — element of the confusion matrix

located at the intersection of the row of the true class i
and the column of the specified class j.

This generalization has the disadvantage of going
through the matrix values four times. To significantly
speed up the process of forming sets, we can use the fact
that errors of the first and second kind are calculated
along a certain vertical and horizontal axis of the matrix,
and with a known Total Population, we can find the set
TN. Improved calculation formulas can be written as
expressions (7-10).

TP, =TP, = CMy, Q)
Fp,’ = Z cM,, ®)
i#k
FN, =) CMy ©)
i#k
TN,' = TotalPopulation — TP, — FP,' — FN,/. (10)

The above sets for binary classification can also be
computed in cases of multiclass classification with target
classes. The actual state 4C and the predicted state PC
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do not change, but for each target class they are formed
from different terms (11-14)

P, =TP,' + FN,/, (11)
N, = FP,' + TN,/ (12)
PP, =TP,' + FP,, (13)
PN, = FN,' +TN,/. (14)

Pre-calculating the values (11-14) for each target
class will significantly simplify the calculations of other
metrics, reducing them to a single operation of element-
wise division of two vectors.

From the obtained values, it is possible to calculate
the Prevalence (Pre) metric, which will allow to assess
the balance of the training sample. If all Pre; of all target
classes are equal, the conclusion is made about the
balance of the sample, in which case some metrics will
coincide, which will allow to optimize the calculations.
However, it should be noted that in the context of
problems with many classes, the situation when the
sample has the same number of samples of each class is
quite rare, and occurs only in the case when the data was
pre-processed on the unbalanced sample, using the
oversampling and undersampling techniques.

The prevalence for the target class k can be
calculated by the expression (15)

Py Py

= : (15)
P, + N, TotalPopulation

Prek =

The primary indicators of classification quality are
the levels that determine the relation of each set of the
confusion matrix table to the true state AC. Their
efficient calculation is described in (16-19).

TP,'
TPR, = ——, (16)
Py
FNR, =1—TPR,, (17)
TNR, = TN (18)
k — Nk i
FPR, =1—TNR,, (19)

where k — target class, TPRr — True Positive Rate
(Recall), FNR;— False Negative Rate (Miss rate), TNR—
True Negative Rate (Specificity), FPR; —False Positive
Rate (Probability of false alarm).

Based on the relationships, a slight acceleration of
calculations consists in replacing the division operation
with the difference when calculating the levels of type I
(FPR) and type II (FNR) errors by using the already
calculated indicators of recall TPR and specificity TNR.

The predictive levels of classification are the ratios
of matrix elements to the predicted state of PC.
Analogously to the optimization used in calculating the
FPR and FNR levels, we can find the predictive error
levels. An efficient calculation of these ratios for multi-
class classification cases can be formed by:

PPV, =TP,'/PP,, (20)
FDR, = 1— PPV, 1)
NPV, = TN,//PN,, (22)
FOR, =1— NPV, (23)

where PPV — Positive Predictive Value, FDR; — False
Discovery Rate, NPV, — Negative Predictive Value,
FOR/ — False Omission Rate.

The PPV and NPV coefficients allow us to
estimate the space of the classifier's decision rule and
analyze the volume of the plane in which the target class
is located from the point of view of the constructed
machine learning model.

All presented levels are defined on the
interval [0;1]. For the TPR, TNR, PPV and NPV levels,
the best value is obtained at the maximum (1). For the
FPR, FNR, FDR and FOR levels, respectively, the best
value is at the minimum (0).

However, these metrics can also be uncertain. The
uncertainty of TPR, TNR, FPR, FNR indicates critical
errors in the training data (the absence of samples of the
target class or samples of other classes). The uncertainty
of the predictive power of the PPV, NPV, FDR and FOR
levels is interpreted as critical errors of the resulting
predictive model (an example can be stub models that
give the same, usually the most frequent, expected result
for any data).

The simplest performance metric is the classical
accuracy (Acc), which can be efficiently calculated by
the expression:

Acc, = (TP, + TN,")/TotalPopulation.

For cases where the classes are unbalanced and for
multi-class classification where the 7P set is
significantly smaller than the 7N set, it is preferable to
use Balanced Accuracy (BA4). Balanced accuracy is
defined as the arithmetic mean between the true-positive
and true-negative rates:

BA, = (TPR, + TNRy)/2.

)

(25)

One of the classical, quantitative indicators is
Informedness (BM) and Markedness (MK), the
mathematical description of which consists in doubling
the measure of different probabilities. Informedness
allows us to completely get rid of ROC analysis and
find optimal values of the decision threshold, because
geometrically Informedness determines the height to the
optimal point of ROC analysis. Markedness performs a
similar action, but with maximization of the levels of
predictive significance of positive and negative results.
This metric evaluates the machine learning model for
excessive bias towards one of the classes, comparing it
with a random distribution of samples. Unlike Acc and
BA, these metrics take values in the range from -1 to 1:

BM, = TPR, + TNR;, — 1. (26)
MK, = PPV, + NVP, — 1. (27)

Informedness can be calculated simultaneously
with balanced accuracy: the sum of 7PR and TNR is
calculated, and two operations are performed on the
result - division and decrement.

The Fowlkes—Mallows (FM) index is the geometric
mean between the true-positive rate and the predictive
value of a positive result (28). An alternative to the FM
index that has gained greater popularity in medicine and
engineering is the Fj-score. It is mathematically
described as the harmonic mean between TPR and PPV.
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Unlike the FM metric, it can become uncertain when
PPV=0 and TPR=0. This metric is calculated by the
expression (29)

FM, = \JTPR, X TNR,. (28)

Froseone () = 2 X2k (29)
TPRy + PPV,

Modern quality assessment metrics include

Prevalence Threshold (P7), Diagnostic Odds Ratio
(DOR), Threat Score (7S), and Correlation Coefficient
(MCOQ).

Prevalence Threshold (PT) unlike classical metrics,
has a nonlinear plane and has a gap at TPR=FPR, which
actually indicates the same percentage between
detection and false positives. A model with such an
uncertain metric cannot be used for diagnostics, threat
detection or other classifications of critical importance.
The PT metric is defined by (30). The diagnostic odds
ratio or DOR is the ratio of the likelihood of a positive
and negative result. The metric becomes uncertain in the
absence of a type I or type II error.

JTPR, X FPR, — FPR,

T,
k TPR, — FPR,

The DOR is calculated by the likelihood ratio of a
positive result LR+ (31) and a negative result LR. (32)

LR, (k) = TPR, /FPR,, (D)
LR_(k) = FNR,/TNR,. (32)

By calculating these ratios, we can find the DOR
by the expression (33)

log (DOR,) = log(LR, (k) /LR_(k)). (33)

The Threat Score or TS (34) and the correlation
coefficient or MCC (35) help to assess the quality of
models by considering different aspects of the confusion
matrix. TS focuses on determining the ratio between
correctly classified positive examples and the sum of first
and second type errors with the numerator. At the same
time, MCC takes into account all elements of the
confusion matrix, including True Positives, True
Negatives, False Positives, and False Negatives, and

(30)

provides a correlation between the predicted and
observed values.

TP,'
TS, = — - 7. (34)
TP, + FP,' + FN,
TP,' X TN,' — FP,' X FN,'
MCCk — k k k k (35)

PPy X Py X Ny X PN,

ROC curves and the area under them (4UC-ROC)
are a powerful tool for visualizing the performance of
models. They provide an understanding of how well a
model discriminates between classes at different
decision thresholds. The larger the area under the ROC
curve, the better the model classifies the data.
Comparing ROC curves for different models helps
determine which model is more effective, as well as
identify the optimal decision point that provides a
balance between sensitivity and specificity.

By combining all the expressions and using the
principles of parallel and distributed computing over
matrices and vectors, it becomes possible to
significantly accelerate the quality assessment process
for multidimensional classification. Thanks to the
schematic representation of the calculations, it is
possible to distinguish 4 levels or tiers, along which
calculations will be performed for all target classes
simultaneously (provided that k does not exceed the
number of cores of the distributed computing system):

e The first level metrics include: Pre, P, N, PP,
PN, TN, FN, FP, TP. If we move on to calculating the
next level metrics without completing the calculation of
these, we will experience repeated operations on the
same values.

o Second-level metrics include error rates, correct
classification rates, and predictive classification rates:
TPR, TNR, FPR, FNR, PPV, NPV, FDR and FOR.

e Third-level metrics include classic indicators
that can be calculated in parallel using intermediate
results: Acc, BA, BM, MK, F';, FM.

o Fourth-level metrics: PT, LR+, LR, DOR, TS,
MCC.

The complete computational scheme in the
Simulink mathematical package is presented in Fig. 3.
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Fig. 3. Computational scheme of quality metrics for multi-class classification
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In addition to increasing the speed of calculations,
the problem of data interpretation is also considered. The
developed module has an extremely high complexity of
data interpretation, because with the addition of new
classes to the classification tasks, the number of metrics
increases. Thus, there is a need to form a general
assessment that an expert could quickly assess and
understand the main problems of the training sample and
the built model. Analyzing the possible methods, four
main approaches to forming a general assessment can be
distinguished:

1. The worst-case metric value.

2. The arithmetic mean.

3. The weighted mean.

4. The result obtained by the meta-algorithm.

The worst-case metric value is determined by a
system of equations (36)

min QA_M,,, Errors — min

F(QAM) = { .

m,?x QA_M, ,Errors - max ’ (36)

where F; — worst-case metric search function, QA_M —
vector of metric values for different target classes Kk,
Errors — number of errors at maximum value QA_M;.

In other words, the worst indicator is determined by
the minimum if, at a higher value of the metric, the
number of errors tends to zero. Otherwise, the worst
indicator is the maximum value at which the number of
errors is maximum. An alternative solution may be to
pre-process all metrics with errors as the difference
between the maximum value that can be in a specific
metric and its current value. This approach will allow us
to abandon the system of equations and replace it with a
regular min function. The disadvantage of this method is
too poor results and destruction of the logic of the target
classes, because after finding each worst indicator, the
resulting score will consist of different metric values,
different target classes. To take this disadvantage into
account, it is also necessary to specify the address of the
value in the form of a target class k.

The arithmetic mean can be specified by the
function F> (37)

Z{'(z_ol QA_Mi

. .

The advantage of this approach is the processing of
all values of each target class. However, there is a
certain drawback associated with the imbalance of the
training samples of multi-class classifications. In the
case when the classes are unbalanced, the arithmetic
mean value will not take into account the number of
elements of the target class, which was the reason for the
high results of individual metrics.

To avoid this drawback, it is proposed to use a

prevalence metric that evaluates the sample, rather than
a classifier (38)

F,(QA_M) = G7)

k-1 k-1
F;(QA_M) = Z Pre; X QA_M,; Z Pre;=1.  (38)
i=0 i=0

The sum of the elements of the prevalence vector
Pre; is always equal to one, so this method can be
described by the usual sum of products.

The fourth method is more abstract and requires the
selection and justification of a meta-model, which can be
built wusing machine learning technologies. This
approach is similar to the principle of building stacking
ensembles, and can be described as (39)

F,(QA_M) = g(f(w, QALM), R) - R, (39

where R — expected value of the overall metric, R —
predicted value of the overall metric; w — meta-
algorithm configuration options; f(x) —meta-model
building function; g(x, y) — decisive rule.

When setting up a meta-algorithm, such difficulties
arise as: forming a training dataset (meta-dataset),
choosing a training algorithm and its hyperparameters.
The above problems can be solved as a separate study,
which can be a promising development of this thesis. In
addition, such a tool has disadvantages: high complexity,
low speed compared to other approaches and the problem
of the first method remains - the meta-model can also take
into account only part of the target classes.

Thus, of the considered methods, the most
attractive is the weighted average, which uses the
Prevalence metric as weighting factors.

For multivariate ROC analysis, the following curve
construction method is proposed:

Step 1. Search for the class that is geometrically
closest to the origin (the class should not have a
threshold value at the current moment).

Step 2. Finding the optimal threshold value to
maximize 7PR and minimize FPR.

Step 3. If all classes have been determined with a
threshold value, go to step 4. Otherwise, go to step 1 and
start searching for the threshold value from the previous
threshold.

Step 4. The intervals describing the classes have
been successfully constructed.

In this way, optimal threshold values are obtained
and there is no need to adjust the intervals (the intervals
do not intersect and there are no empty intervals between
them, on which the decision rule will not give a result at
all). The disadvantage of this method is the inability to
combine the results into one curve, as can be done with
metrics. However, a similar operation can be performed
on the areas under such curves. Fig. 4 shows an example
of ROC curves for target classes 0-3 for a four-class
classification problem using the proposed algorithm.
Fig. 5 shows the curves that were calculated separately.

combined roc
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0.0 0.2 0.4 0.6 0.8 1.0

Fig. 4. ROC curves for different target classes
using the proposed method
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Fig. 5. Binary ROC curves for different target classes

Experimental part

For effective testing of the developed module, the
resulting signals of classifiers and true class values are
required. In the usual case, a training sample is found, a
machine learning algorithm is selected, a classifier is
built, and the values of the training sample are provided.
However, in multi-class classification, the tasks may
have different classes, and in many cases have a large
number of zero cells of the multidimensional confusion
matrix, which is a positive sign, but will not allow
objectively assessing the effectiveness of the assessment
with fully filled samples.

In order to obtain the most complex mismatch
matrices to check the module for errors and unhandled
exceptions, it is necessary to develop a generator
program that will generate different values of the
hypothetical model in the interval from zero to one. At
the same time, it is necessary to generate these results
with different values of the true class.

The algorithm for generating pseudo-random input
data of the developed module is described in two stages:

1) Generation of quadratic equations describing the
distribution of values separately for each class;

2) Generation of input data samples in a given
number, taking into account the distribution functions
obtained in the first stage.

The distribution of values is described as a
quadratic equation, which is combined with some line of
minimum probability of obtaining elements outside the
parabola. This probability is denoted as p and is given as
a parameter. The parameters t, u and s are given
randomly (40)

P(x) = max(ax®+ bx +c,p),
1

52’ 40
b = —2ua, (40)
c=au®+t,

u €[0;1],s € (0;1/3],t € (0;1],p € [0;1]

The parameters ¢ and s affect the prevalence of the
class in the sample. The parameter u affects the center
of the cluster. First and second type errors will occur in
2 situations: when the element is to the left or right of
the parabola, and when the element is at the intersection
of two distribution functions.

The second stage is described according to the
principle of simulation. A pair of numbers from zero to
one is generated. The first number is the value of the

hypothetical classification model, the second number
defines the real class. After that, the first number is
checked for compliance with the requirements of the
distribution function of the real class. If this requirement
is not met, the generated element is not added to the
resulting list. Having successfully generated N samples,
we obtain k groups, which are described by pseudo-
random distributions.

Figures 6-8 present different results of data
generation for different numbers of classes and objects.
The results confirm the feasibility of using this software
tool to check the developed module for errors. Based on
the generation, the results of which are presented in Fig.
7, the developed generator program can simulate even
those tasks where the number of resulting classes is in
the thousands.

1.0
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0.6 1
e o0 L] L] oeee

0.4 1

021
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0.0 0.2 04 0.6 038 10
Fig. 6. The result of generation when N=1000, k=3
10

° ogow
) 02 0.4 06 08 1.0
Fig. 7. The result of generation when N=1000, k=10

Fig. 8. The result of generation when N=100000, k=10000
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To test the software implementation of the
classification quality assessment module, input data
with  various configuration parameters were
generated and deterministic tests were performed,
which were aimed at intentionally triggering
exceptional situations when a separate metric
became uncertain.

Fig. 9 shows the result of forming the confusion
matrix for the case of classification of six classes.

As a result, together with the confusion matrix, we
obtain a table of metrics for each target class.

An additional column calculates the weighted
average value of each metric.

Since most metrics have a certain range of valid
values, we can add conditional formatting.

Fig. 10 shows the resulting table with quality
metrics.

Legend: e positive M false negative M false positive e negative

Class: Onone O0 O1 02 O3 04 @5

predicted
actual

Fig. 9. One of the deterministic tests
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Fig. 10. Result of calculating quality metrics

The effectiveness of the developed module is
assessed according to the following rules:

1) The number of samples for all performance
tests is the same (NV=10000);

2) The number of classes for each test is a multiple
of four (K mod 4 = 0);

3) The methods used are:

3.1) Classic linear calculation of quality metrics
without optimization (C);

3.2) Improved calculation of quality metrics, with
optimization, but linear (1 process, B);

3.3) Calculation with parallel execution (2
processors, A>);

3.4) Calculation with parallel execution (4
processors, A4);

3.5) Calculation with parallel execution (8
processors, As).

The dependence of the quality assessment time on
the number of classes for the above configurations is
shown in Fig. 11. Based on the results of performance
testing, configuration B allows us to reduce the
calculation time by ~15%. Using two processors in
configuration 4> reduces the calculation time by ~32%
compared to configuration C. For the standard case,
which exists on almost all modern processors (44),

acceleration allows us to reduce the classification quality
assessment time by ~40%. When using processors with
8 command pipelines (4s), it allows us to reduce the
calculation time by ~59%. Thus, the effectiveness of the
developed module has been confirmed experimentally.
The next stage of work may be the formation of a
special API for training neural networks with a large
number of layers and neurons.
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Fig. 11. Dependence of quality assessment time
on the number of classes
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Conclusions

The work is devoted to solving the current
scientific and applied problem of assessing the quality of
classification models built using machine learning
technology and improving the evaluation process to
increase the speed of processing classification results on
training and test samples.

Existing metrics for assessing the quality of
classification were considered and mathematical
descriptions of metrics were formed for the multi-class
case.

Existing mathematical descriptions were improved
for their use in further parallel calculations. The
proposed mathematical descriptions take into account
the fact of simultaneous calculation of all metrics, which
allows reducing the number of identical operations.

Software was developed that implements the
proposed mathematical descriptions using parallel
calculations and optimization of identical operations.
The computational scheme of the module was developed
on Simulink.

A multi-class ROC analysis module was
developed, which allows assessing the quality of
classification of different target classes.

The module includes the three formulated methods:
parallel computing of confusion matrices for multi-class
classifiers, general selection and assessment of

confusion matrix metrics, multivariate ROC curve
construction. They can be used when working with a
large number of classification models, for example,
when constructing decision trees, neural networks or
ensembles, including heterogeneous ones. A side effect
of study is the algorithm for generating pseudo-random
input data of the developed module, which can be used
in syntactic data with noise creation.

The developed module was tested for reliability,
compliance with functional requirements, and a
comparative analysis of the developed module was
conducted on different settings (parallel and linear). The
developed software allows reducing the time for
assessing the quality of multi-class classifiers by 40%.

Scientific novelty of the results obtained: for the
first time, a module for assessing the quality of
classification has been developed, which increases the
speed of assessing the accuracy of multi-class classifiers
and reduces the time for building artificial intelligence
models by using parallel computing techniques when
calculating the indicators of the multidimensional
confusion matrix.

The development of this module opens up broad
prospects for further research in the direction of
improving the quality of classification, which will
contribute to the development of various spheres of
human activity and increase the efficiency of solving
tasks related to data analysis.
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YaockoHaieHi MeTOAN OLIHKH AKOCTI Kiaacupikaii
3 BukopuctanHsiM ROC anaJizy Ta 6aratoBuMipHoi MmaTpuui HeBignoBiaHocTi

B. B. Uenaxk, O. A. 'oprocrans, €. B. Yenak, C. 1O. ['aBpunenko

AnoTtanis. O0'ekroM nocaipkeHHs € nporec kiacudikaiii 00 €kTiB B HAyKOBUX 3a1a4yax. [IpeaMeToM JociKeHHsI
€ METO/IH, CIIPSIMOBAaHI Ha OLHKY edeKTHBHOCTI OararokiacoBoi kiacudikamii. MeToro € xociKennst nporecy kiacudikarii
Ta po3poOKa MOAYIIS OLIHKK Ki1acu(pikaTopiB ISl MiABUIICHHS BUIKOCTI TAKOI OIL[IHKU Ta J03BOJIUTH 3MEHILHUTH Yac Mo0yA0BH
CKJIAZHUX KiIacu(pikaTopiB MAIIMHHOTO HaBYaHHS. MeToaH, 110 BHKOPHUCTOBYKIOTBLCSI: METOJM OLIHKK Kiacu(pikaTopiB
MAIIMHHOTO HaBYaHHs, MeTo[u noOynoBu ROC-KpHBHX, MPHHKHIM IMapaliebHUX Ta PO3MOMICHHX o0uucieHb. OTpumani
pe3yJIbTaTH: TMPOBEICHO AHANITHYHUNA OrIssd o0lacTi 3acTOCyBaHHS MOMYJs OLIHKM SIKOCTI kimacudikaiii B ramyssx
TYMaHITapHUX, TEXHIYHUX Ta EKOHOMIYHHMX HaykK. PO3rIsHYTO iCHYIOYHM METPHKH OL[HKHU SIKOCTI Kiacudikaiii ta copMOBaHO
MaTeMaTH4YHi OMHCH METPHK [Uisi 0araTokjiacoBOro BHUMAAKy. Po3pobieHo mnporpamHe 3a0e3mledeHHs, sIKe peaisye
3aMpOMOHOBaHI MaTeMaTH4Hi OMHCH 3 BHUKOPUCTAHHSAM IapayefbHUX OOYHCICHb Ta ONTHMIi3allil OJHAKOBUX OMEpaIliil.
BukoHaHO TecTyBaHHs PO3pOOIIEHOr0 MOMYJsS Ha HafilHicTh. BHCHOBKHM. 3a pesynbTaTaMu JOCIHIIKEHHS 3alpOIOHOBAHO
MeToM e(EeKTUBHOTO OLIHIOBAHHS SKOCTI Kiacu(ikallii, 0 M03BOJSAE 3MEHIIMTH Yac OIIHKUA SKOCTI 0araTOKIACOBHX
kinacudikaropiB Ha 40% MOPIBHIOIOYHM 31 KJIACHYHHUMH METOJaMH. PO3BHTOK JaHOTO MOJYJs BiJKPHMBA€ IIMPOKI MEPCIEKTUBU
JUTSL TIOJAJTBIINX JIOCHI/DKeHb y HAMPSAMKY MMOKPAIICHHS SIKOCTI KIacH(iKallii, 0 CIpUSITUME PO3BUTKY Pi3HUX cdep TFOICHKOI
JSUTBHOCTI Ta MiJBUIIEHHIO e()eKTUBHOCTI BUPIIICHHS 3aBaHb, TOB'SI3aHMX 3 aHAJI30M JaHUX.

Kiaw4yoBi ciioBa: MammHHe HABYaHHS; BUPIIIATbHE TPABUIIO; aHCAMOJIeBi KiIacH(iKaTOpH; MAaTPHILIS HEBiAMOBITHOCTI;
ouinka sikocti; ROC-anani3; 6aratokiiacoBa Kinacudikais; mapaneiabHe IporpaMyBaHHs.
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