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OF EXISTING TECHNOLOGICAL MEANS FOR ASSISTING PEOPLE
WITH VISUAL IMPAIRMENTS

Abstract. The work is devoted to a detailed review of the main aspects of physical vulnerability for people with visual
impairments, as well as technological means for navigation and adaptation to the surrounding environment, which can
significantly enhance their sense of safety and security. The relevance of the topic is justified by its large social focus, because
such systems help people with visual impairments to socialize more easily and ensure greater inclusion. This is particularly
important in urban environments where insufficient attention is paid to inclusivity and the comfort of visually impaired
individuals (e.g., lack of audible traffic lights, tactile paving, etc.). The subject of the article is the study of hardware components
that ensure the functionality of support systems for people with visual impairments. The goal of this paper is to systematize
knowledge about existing technological tools for people with visual impairments and to analyze the hardware characteristics of
the components of such solutions. The task of this work is to examine the psychophysiological factors and aspects of physical
vulnerability for people with visual impairments, review existing assistance systems for visually impaired individuals, identify the
hardware base required for creating a “vision” system of the surrounding environment, and analyze the characteristics of sensors
considering the external conditions in which visually impaired people may find themselves. The objectives are achieved through the
use of methods such as comparative analysis, classification and categorization, and a systematic review of the literature in the
relevant problem domain. The results of the work include a proposed classification of assistive devices for people with visual
impairments, which encompasses the following classes: navigation applications and devices; sensory systems for obstacle and object
detection; wearable devices with augmented reality (AR) features; “vision” systems for the surrounding environment; and text
recognition systems. The evaluation and analysis of the advantages and disadvantages of devices in each of these classes demonstrate
that a new solution should meet the criteria of compactness, wearability, energy efficiency, ease of use, and high accuracy in detecting
environmental conditions, obstacles, and objects on the user's path. Conclusions. To ensure data complementarity in tasks of
detecting moving objects in intelligent assistance systems for visually impaired individuals, the optimal approach is to combine
multiple sensors using the Multisensor Fusion methodology. Specifically, this involves high-resolution cameras that provide detailed
scene imaging and LiDARs that ensure precise distance measurement and 3D modeling of the environment. Such an approach
compensates for the limitations of individual sensors and provides a more comprehensive understanding of the scene, improving
data quality through the integration of diverse information sources. Further research will focus on conducting experimental
research aimed at practically justifying the joint use of cameras, audio sensors, and LiDARs for obtaining heterogeneous data
that provide the most comprehensive depiction of the environment surrounding visually impaired individuals.

Keywords: analysis; review; systems; assistance; LiDAR; camera; microphone; people with visual impairments;
detection; dynamic objects.

by visually impaired individuals due to their limited

Introduction ability to see include:

The sense of safety for a person is a subjective
feeling of protection from physical, emotional, social,
economic, or other threats. Fear of potential danger
undermines an individual's sense of physical, emotional,
and social stability. A review of available literature
reveals a substantial body of research highlighting the
relationship between physical disability and mental
health problems [1].

Among the consequences of persistent fear in
individuals are the following: chronic stress and
deterioration of physical health, anxiety disorders, social
isolation, reduced productivity and creativity,
development of depressive behavior, depression,
impaired decision-making, relationship issues, decreased
quality of life, sleep disorders, and negative societal
impacts, among others [2].

The feeling of insecurity from physical, emotional,
social, and economic threats can affect the quality of life,
hinder normal functioning, and lead to social isolation or
avoidance of certain places.

The task addressed in this work is aimed at reducing
the sense of physical insecurity for individuals with
visual impairments, which may arise when they
encounter unfamiliar environments. Potential risks faced

— difficulty in spatial orientation;

— difficulty identifying objects around them;

— difficulty detecting dangers in their surroundings.

Thus, fear of potential danger can significantly
impact a person's life. However, an appropriate approach
to overcoming this fear can improve the quality of life
and enhance self-confidence. The main aspects of
physical insecurity for people with visual impairments
are presented in Table 1.

Physical insecurity can have a significant impact on
the quality of life of a person with visual impairments.
However, adherence to the approaches outlined in Fig. 1,
including the development of technical means for
navigation and adaptation to the surrounding
environment, can substantially enhance the sense of
safety and security for such individuals [3].

In the study [4], a model of a technological solution
aimed at assisting people with visual impairments in
everyday life to ensure greater inclusion is proposed. The
study specifies that the first stage of the proposed system
involves determining the environmental conditions,
which is suggested to be implemented through a
dedicated intelligent model called “Environment
Conditions Detection.”
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Table 1 — Key Aspects of Physical Insecurity for People with Visual Impairments

Aspects of Physical Insecurity

Description

Obstacles and hazards in the
environment

e Obstacles on the path (uneven surfaces, stairs, uncovered manholes, curbs, objects on
the road) can cause injuries;

e Lack of accessible navigation aids;

o Encounters with stray or wild animals.

Difficulties in mobility e

 People with visual impairments often face challenges when crossing roads, using public
transport, or even navigating familiar places due to the lack of clear understanding of their

o Absence of tactile markers or auditory signals.

Social interaction and risk of
criminal offenses

e People with visual impairments may be vulnerable to fraud, theft, or physical assaults
due to limited ability to identify threats or defend themselves;
o Lack of the ability to quickly assess situations.

Transportation hazards

¢ Being outdoors or using transportation can be dangerous without adapted devices, such
as audible traffic signals or notification systems in transport

Lack of access to information

e Absence of visual information or failure to consider the needs of people with visual
impairments may lead to a lack of awareness about potential threats or dangers.

Dependence on external
assistance

¢ In some cases, people with visual impairments have to rely on help from others, which
may limit their independence and reinforce a sense of insecurity.

Inclusive Infrastructure * Utilization of tactile coverings,

sound signals,
adapted traffic lights, and similar measures.

h —  identification of the hardware
base required for creating a “vision”
system of the surrounding environment;

— analysis of the characteristics

Technological Tools navigation applications for

* Implementation of specialized devices such as
visually
individuals and environmental recognition systems.

N of sensors considering the external
conditions in which people with visual

impaired . .
impairments may find themselves.

State-of-the-art: review of existing

Edcaien ot skills and self-protection.

+ Training visually impaired individuals in orientation

assistance systems for people
with visual impairments

An analysis of existing

developments in the thematic area of this

Social Support p——

* Ensuring access to assistants and accompaniment

work revealed a significant number of
solutions designed to assist people with
visual impairments. However, these

Fig. 1. Approaches to reducing physical insecurity

for people with visual impairments

This model is designed to utilize various types of input
data, namely video data, microphone data, and temperature
sensor data.

The task of this model is to solve the classification
problem and generate appropriate class labels that describe
the environmental conditions for further informing the user
about potential dangers along their path.

Aims and tasks

The aim of this work is to systematize knowledge
about existing technological solutions for people with
visual impairments and to analyze the hardware
characteristics of the components of such systems.

To achieve this goal, the following tasks must be
accomplished:

—review of psychophysiological factors and aspects
of physical insecurity for people with visual
impairments;

—overview of existing assistance systems for
people with visual impairments;

systems exhibit a wide range of

shortcomings [5-10]. The generalization

of these drawbacks, such as high cost (on

average around $3000 USD), limited
functionality, additional requirements for user skills, and
the necessity of an Internet connection, underscores the
need for an alternative device [11].

A proposed classification of existing technological
solutions for people with visual impairments, aimed at
improving their mobility, safety, and overall quality of
life by compensating for limitations associated with
vision loss through innovative solutions that provide
navigation, orientation, and access to information [12], is
presented in Fig. 2. Explanations for each class:

—navigation applications and devices provide real-
time navigation for people with visual impairments using
voice commands or audio signals. Examples of tasks
solved by systems in this class include enabling
independent movement within a city, warning about
obstacles along the path, orienting in public spaces, and
providing information about route changes or nearby
points of interest [13];

— obstacle and object detection systems help people
with visual impairments detect obstacles on their path
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and safely navigate around them using various types of
sensors, such as ultrasonic sensors for obstacle detection
and vibration sensors for alerting the user through
vibrations;

—wearable devices with augmented reality (AR)
[14] features deliver information about the surrounding
world through voice or tactile prompts, utilizing
augmented reality technologies;

— “vision” systems for the surrounding environment
allow people with visual impairments to "see" their
surroundings using specialized devices that analyze
images or audio signals and provide relevant information.

Examples of tasks addressed by systems in this class
include real-time recognition and identification of objects,
text, and people [15]; feedback on the environment to
improve orientation; and access to information typically
available visually (e.g., reading text, identifying colors);

— text recognition systems are designed to scan and
convert text into audio or electronic formats for
convenient perception by users. Examples of tasks solved
by systems in this class include reading books, menus,
and documents in any location, thereby increasing the
accessibility of printed information for people with visual
impairments [16].

Classification of Technological Tools
for Visually Impaired Individuals

Navigation applications
and devices

Environmental "vision"
systems

Sensor systems for obstacle
and object detection

Wearable devices with
augmented reality (AR)
functions

Text recognition systems

Fig. 2. Proposed classification of existing technological solutions for people with visual impairments

Existing assistance systems
for people with visual impairments

The assistance systems for people with visual
impairments listed below often incorporate the
functionality of several classes described in Fig. 2.

The devices OrCam MyEye and Aira Glass share a
similar form factor, utilizing a camera and artificial
intelligence for recognizing text, objects, and faces.
These devices attach to glasses (Fig. 3), are compact,
lightweight, and easy to use. They can read text from any
surface, recognize objects, and describe them to the user.
Additionally, Aira Glass offers voice-guided navigation
instructions. The cost of the OrCam MyEye device
(USA) in Ukraine ranges from €3000 to €11000,
depending on the configuration. The cost of the Aira
Glass device (Israel) is approximately $1995 USD but is
only available in the USA and Canada.

a b
Fig. 3. Devices: a — OrCam MyEye 3 Pro; b — Aira Glass

The NavVis devices utilize a camera, artificial
intelligence, and GPS for navigation and providing
information to the user (Fig. 4). NavVis is designed for

indoor mapping and is not a personal navigation device
specifically for people with visual impairments. The
devices are user-friendly, support voice command
control, can describe the surroundings to the user,
recognize objects, and provide detailed descriptions. The
cost of the NavVis device (Germany) ranges from €5000
to €7000, depending on the configuration. Officially,
NavVis is not available in Ukraine.

Fig. 4. NavVis device

Among the limitations of hardware assistants
focused on analyzing the visual scene for people with
visual impairments, as described above, are high cost, a
limited number of objects available for recognition, the
inability to provide information about weather
conditions, and the lack of tactile feedback. These
shortcomings fail to ensure an adequate level of safety
and comfort enhancement.
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A distinctive  device compared to the
aforementioned is the WeWALK Smart Cane, whose
functionality is not based on cameras and artificial
intelligence for recognizing visual information.

Instead, it utilizes an ultrasonic sensor (to detect
obstacles in front of the user, such as stairs, curbs, and
other objects), a gyroscope (to determine the direction
and speed of the user's movement), an accelerometer (to
identify the user's position in space), and a compass

(Fig. 5).

Fig. 5. WeWALK smart cane

The data collected by the sensors of the WeWALK
Smart Cane is processed to create a map of the user's
surroundings, determine the safest path, and guide the
user by sending vibration signals to the cane's handle.
These signals inform the user about obstacle locations
and the direction to move. Additional features include
GPS navigation and voice control. The cost of the
WeWALK Smart Cane (Israel) is approximately 5500
UAH, and the device is available in Ukraine.

Among the limitations of the WeWALK Smart
Cane are its short battery life due to dependency on its
rechargeable battery, significant weight, and the relative
complexity of using its functions.

Among software applications that can be
considered for assisting people with visual impairments,
Microsoft Seeing Al deserves attention. This free
smartphone application uses the camera and artificial
intelligence to recognize text, objects, and certain
obstacles, detecting and describing them to the user.
However, the drawbacks of such applications include
requirements for high-performance smartphone cameras
and reliable Internet connectivity. As a result, their
functionality may be limited, particularly in low-light
conditions.

One of the most innovative concepts in this field is
robotic guide dogs (ROBODOGS), equipped with a wide
array of sensors: cameras for visualizing their
surroundings, LiDARs for obstacle detection and creating
a 3D map of the environment, pressure sensors to detect
contact with people and objects, and infrared sensors to
identify obstacles in low-light conditions.

ROBODOGS utilize artificial intelligence for
learning and adapting to new situations, as well as for
leveraging their own experience to improve their skills
over time (Fig. 6).

Fig. 6. Examples of robotic guide dogs: a — Unitree Robotics,
b — ANYMAL Robotics, ¢ — Aibo ERS-1000 by Sony

The term ROBODOGS refers to robotic guide dogs
developed by various companies and research
institutions, including Unitree Robotics (China) with the
Laikabo model, ANYMAL Robotics (Switzerland) with
the ANYmal robot, Sony (Japan) with the latest model
Aibo ERS-1000, and Honda (Japan) with the robots
Asimo and Sakura.

The cost of basic ROBODOGS models starts at
approximately  $25,000, making these devices
inaccessible to a wide range of users.

One of the drawbacks is the low mobility of these
devices, which can result in inconveniences when used in
crowded areas or during transportation.

Based on the conducted review of existing
solutions, it can be confidently stated that the
development of an assisted guidance system for people
with visual impairments meets social needs and has the
potential to ensure greater inclusion for individuals with
vision impairments.

Since '"vision" systems for the surrounding
environment address the largest number of potential risks
faced by people due to their limited ability to see [17, 18],
these systems effectively reduce the sense of physical
insecurity for individuals with visual impairments.

Future in-depth reviews and functional analyses
will focus specifically on this class of technological
solutions.

Definition of the hardware base required
for developing a “vision” system
for the surrounding environment

The requirements for computer vision methods,
considered essential and key in the operation of “vision”
systems for the surrounding environment, include:

—efficiency (high accuracy in recognizing various
objects within the scene at different distances from the
user, including those moving at varying speeds);

—reliability (robustness and resistance to the
influence of various factors, such as changes in lighting,
weather conditions, obstacles, and Internet connectivity);

— flexibility (adaptability to individual user needs
and changes in the environment);

—integrability  (compatibility =~ with
technologies, such as voice control systems);

—high performance (critical response speed in
analyzing dynamic scenes to promptly warn users of
danger, especially during offline operation with limited
computational resources, such as when using a mobile
phone as the processing unit).

The implementation of methods for determining
environmental conditions as a module of an assistive
system for people with visual impairments is intended to
ensure the safety of visually impaired pedestrians in
outdoor environments.

This can be achieved only by ensuring the
complementarity of data to increase the accuracy of
detection and tracking of both stationary and dynamic
objects for subsequent trajectory and velocity
prediction.

The complementarity of visual data can be achieved
by utilizing a wide variety of sensors for visual object
registration (Table 2), including:

assistive
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Table 2 — Devices for ensuring complementarity of visual data in tasks of recognizing moving objects in complex
conditions, determining their distance, trajectory, and speed based on computer vision methods

Device

Purpose / Tasks Solved

High-resolution cameras

Provide a high level of scene detail and enable timely detection of object movements [19].

Stereo cameras

Used to determine the distance to objects based on the principle of stereovision, mimicking
the function of human eyes. Stereo cameras allow the creation of a 3D model of the
environment, helping to evaluate the position and trajectories of moving objects.

LiDARs (Light Detection and
Ranging)

LiDARs use laser beams to scan the surroundings and build a 3D model of the scene. They
enable precise distance measurement to objects, as well as the determination of their shapes
and sizes. LIDARSs are particularly effective in challenging conditions such as fog or low
light [20].

Radars

Radars can determine the distance, speed, and direction of object movement through the
reflection of radio waves. They are effective in adverse weather conditions and low-light
environments, making them ideal for detecting objects and measuring speed.

Thermal cameras

Used for detecting the thermal radiation of objects. Thermal cameras allow object recognition
even in darkness, poor lighting conditions, or complex environments.

Time-of-Flight (ToF) cameras

Measure the time it takes for a light pulse to reach an object and return, enabling the creation
of an accurate depth map of the scene. ToF cameras provide precise information about object
distances and can be used for motion analysis.

Inertial Measurement Units

Used for analyzing object movement, determining their acceleration and trajectory. IMUs can

(IMU)

complement data from visual sensors, improving motion analysis accuracy.

— high-resolution cameras;

— stereo cameras;

- LiDARs (Light Detection and Ranging);

—radars;

—thermal cameras;

— Time-of-Flight (ToF) cameras;

— Inertial Measurement Units (IMUs).

To ensure data complementarity in the tasks of
recognizing moving objects, the optimal approach is to
combine multiple sensors — a Multisensor Fusion
approach. This includes high-resolution cameras that
provide detailed scene imagery and LiDARSs that deliver
precise distance measurements and construct three-
dimensional models of the environment [21-23].

This approach compensates for the limitations of
individual sensors, offering a more comprehensive
understanding of the scene and enhancing data quality
through the integration of diverse sources, leveraging
artificial intelligence methods [24].

The scientific value of the planned research lies in
investigating the joint use of heterogeneous data obtained
from LiDAR sensors and cameras. This is expected to
enable the recognition of low-contrast objects and those
in low-light conditions, which may be invisible to the
camera. By using LiDAR data, which is less sensitive to
lighting changes and noise, the overall robustness of the
intelligent assistance system for supporting people with
visual impairments is anticipated to improve. It is
predicted that data fusion will enhance object recognition
in challenging conditions by considering both visual and
spatial characteristics. The combined use of a camera and
LiDAR offers significant scientific novelty, making the
technology more flexible and versatile compared to the
use of either sensor individually.

The rationale for extending the intelligent
assistance system with a voice control module lies in

ensuring psychological comfort and enabling users to
interact with the system in natural language. This
improves the ease of use and convenience of interaction
with the assistant.

Enabling voice interaction with the assistant can be
achieved using a wide variety of sensors for audio
information registration (Table 3), including:

— high-sensitivity microphones;

— array microphones;

- noise-canceling microphones;

— wireless headsets;

—audio interfaces;

—voice activity detectors (VADs);

—sound processing systems (DSP processors).

Given that an assistive system for people with
visual impairments should be lightweight, convenient,
positioned close to the user's face, and capable of
accurately responding to voice commands, the use of a
large variety of sensors is not justified from the
perspective of user comfort, energy efficiency, or
prolonged operation time.

Guided by the principle of minimizing the number
of sensors and conserving energy, the use of high-
sensitivity microphones is proposed as a sufficient
condition for accurate recognition of voice commands
regardless of external conditions.

Analysis of the characteristics of recording
devices considering the external conditions
encountered by individuals
with visual impairments

The development of an effective guidance system
for people with visual impairments requires the use of
various recording devices capable of providing accurate
and rapid information about the surrounding
environment.
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Table 3 — Devices for enabling user interaction with a voice assistant

Device

Purpose / Tasks Solved

High-sensitivity
microphones

Used for capturing the user’s voice and identifying environmental conditions (e.g., detecting
sounds of precipitation). They ensure accurate speech recognition by minimizing background
noise and providing high-quality audio.

Array microphones

A group of microphones working together to determine the direction of sound, allowing more
effective identification of the sound source and reducing the impact of ambient noise. Used to
enhance voice recognition and ensure more natural interaction with the assistant.

Noise-canceling
microphones

These microphones feature noise suppression functionality, enabling signal cleaning from
extraneous noises and improving the quality of voice command recognition even in challenging
acoustic environments.

Wireless headsets

Capture voice directly near the user’s mouth, reducing the influence of background noise and
improving the accuracy of interaction with the voice assistant.

Audio interfaces

Facilitate the connection of professional microphones to computer systems, processing, and
converting audio signals for optimal interaction with voice systems.

Voice activity detectors

Used for detecting voice activity within background sounds, allowing more precise identification

(VADs) of the start and end of commands.

Sound processing systems

Used for processing audio signals, including noise reduction, improving sound quality, and

(DSP processors) preparing audio signals for further recognition.

A review of devices for ensuring the ensuring the safety and support of people with visual
complementarity of visual data in the tasks of impairments. Cameras can capture both static and
recognizing moving objects under challenging moving objects, providing a detailed view of the

conditions, as well as devices for enabling user environment.
interaction with a voice assistant, has demonstrated the
sufficiency of the following key components:

— high-resolution cameras;

- LiDARs;

— high-sensitivity microphones.

The listed devices possess unique characteristics
that allow for the acquisition of complementary data
about the environment and enable adaptation to various
conditions the user may encounter. Only by considering
these characteristics and diverse external conditions can
a high level of data analysis accuracy and speed be
achieved.

High-resolution cameras are one of the primary
sources of visual information in artificial intelligence
systems, navigation, and monitoring, particularly for

similar  functionalities,
characteristics (Table 4):
—resolution;
— focal length;
— frame rate (FPS);

—noise reduction;

— compression;
— bitrate;
— weather resistance.

Table 4 — Analysis of technical specifications of high-resolution cameras

Modern high-resolution cameras, despite having

differ in the following

— field of View (FoV);

— light sensitivity (ISO);

— High Dynamic Range (HDR);
—sensor type (CMOS or CCD);

—device size and weight;

Characteristic Description

Range of Values

Defines the number of pixels in an image or video produced by the camera or
display. Measured in pixels horizontally and vertically (e.g., 1920x1080, where
1920 pixels is the width and 1080 pixels is the height). Higher resolution
provides more detail but requires higher network bandwidth and a powerful
processor. However, under challenging conditions, such as fog or low lighting,
resolution alone may be less effective unless supported by other features.

Resolution

HD (720p), Full HD (1080p),
4K (2160p) or higher.

Adjustable focal length allows for camera field of view configuration: - Shorter
focal length provides a wider field of view; - Longer focal length narrows the field
and increases object magnification. This affects the ability to capture more details
or cover a wider area, which is critical for spatial orientation.

Focal Length
(Fig. 7)

Fixed (e.g., 35 mm) or variable
(e.g., 18-55 mm).

Defines the number of frames a camera can capture or play back per second.
Higher frame rates result in smoother motion and better ability to capture
rapid changes in the environment. Cameras with high FPS may consume
more energy, which is significant for wearable devices and autonomous
systems, and may also increase data processing requirements.

Frame Rate
(FPS)

30 FPS, 60 FPS, 120 FPS or
higher.

Field of View The extent of the scene or space the camera can capture.

60°—-180°.
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End of Table 4
Characteristic Description Range of Values
Determines the camera's ability to perceive light and affects image
. brightness. Higher ISO values allow capturing images in low-light conditions
nghF . but are often accompanied by increased noise. High ISO values (1600 or .
Sensitivity . S . ISO 100-51200 or higher.
(ISO) more) make the camera very light-sensitive, suitable for low-light or
nighttime photography without a flash. However, increased ISO may
introduce "digital noise," degrading image quality.
Allows cameras to capture more details in high-contrast lighting conditions,
High Dynamic | making images richer and more realistic. HDR is especially effective in: - Bright
Range (HDR) |sunlight (reduces overexposure while retaining detail in bright areas); - Dark Supported / Not supported.
conditions (improves detail visibility in dark areas without excessive noise).
Determines how light hitting the camera's sensor is converted to an electrical
signal: - CMOS sensors dominate the market due to affordability, speed, and
energy efficiency, widely used in smartphones, DSLRs, and surveillance
Sensor Type systems. - CCD sensors are often used in specialized cameras (scientific, CMOS, CCD.
astronomical, or high-end video cameras) where sensitivity and noise
minimization are critical.

Noise Noise can result from factors such as low lighting, high ISO, sensor 3D Noise Reduction (3DNR),
. e Al Noise Reduction,
Reduction temperature, hardware characteristics, etc. Contextual Noise Reduction.

. . Determines the convenience of portability and integration into wearable Lightweight (under 30 g),
Size and Weight | 4 ices. Medium-weight (100-300 g).
Weather Res_ls- Indicates resistance to dust, moisture, and external conditions. 1P65, 1IP67, IP68.
tance (IP Rating)

. Reduces video file size, facilitating storage and transmission. High compre-ssion can | H.264, H.265 (HEVC), VP9,
Compression . . . . . .
degrade image quality, especially during detailed processing. etc.
Bitrate Indicates the amount of data used to encode one video frame, which can be | Constant (CBR), Variable
constant (CBR) or variable (VBR). (VBR); 1 Mbps or higher.

Fig. 7. Correlation Between Field of View and Focal Length

Considering the requirements for shooting under
variable lighting conditions, the need to detect and detail
moving objects, resilience to adverse conditions, wide scene
coverage, and noise minimization, several camera models
were selected that can be utilized in the proposed intelligent
guidance system for people with visual impairments—Sony
IMX378, OmniVision OV5647, OmniVision OV9281,
Samsung S5K3L6, and Sony IMX586. LiDARs (Light
Detection and Ranging) are used to create a three-
dimensional map of the environment by measuring
distances to objects using laser pulses. They provide precise
determination of distances, shapes, and positions of objects,
which is particularly important for real-time user
orientation. LiDARs operate effectively even under
challenging conditions such as fog, low light, or obstacles,
ensuring an additional level of accuracy and safety.

Modern LiDAR models, despite having similar
functionality, differ in the following characteristics
(Table 5, [25]):

—measurement range (Range);

— accuracy;

—scan rate (Scan Rate);

—number of channels (Number of Channels);

— field of view (Field of View);

— frame rate (Frame Rate);

- scanning type (Rotary, Solid-State);

—angular resolution (Angular Resolution);

— laser wavelength.

As a conclusion, it can be stated that the factors
influencing the range of a LIDAR sensor include weather
conditions (fog, rain, snow, or dust can significantly
reduce the effective range), the type and surface of the
object (reflective properties, shape, and texture of the
object can impact accuracy and range), and obstacles in
the field of view (nearby objects or reflective surfaces
can deflect signals and cause errors).

Considering  the criteria of lightweight,
compactness, easy integration into the overall wearable
device construction, reliability with a long service life,
and low power consumption to minimize battery impact,
several solid-state LIDAR models were selected—
STMicroelectronics VL53L1X, Terabee TeraRanger Evo
Mini, and SparkFun Qwiic LIDAR-Lite v4 (Fig. 8).

High-sensitivity microphones complement visual
sensors by ensuring high-quality recognition of sounds
and voice commands.

They enable the assistive system to interact with the
user through voice prompts and to detect environmental
sounds, which is crucial for identifying potential hazards
or engaging in interactions with others.
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Table 5 — Analysis of Technical Specifications of LIDAR Sensors

Characteristic Description Range of Values
Defines the maximum distance at which the device can accurately | Short-range LIDARSs (up to 10-50
measure distances to objects using laser pulses. Environmental | meters)

Measurement conditions can affect the range, such as rain or snow significantly | Medium-range LIDARs (up to

Range (Range) | reducing the effective distance. LIDAR performs best with objects that | 100-150 meters)
reflect light well. Dark or poorly reflective objects can reduce the | Long-range LIDARS (up to 200-
effective range. 300 meters or more)
Determines the ability of the LIDAR to create accurate 3D models of | Deviation from actual distance:

Accurac the environment and detect objects. Surface reflectivity affects | High-precision LIDARs: +1-2 cm

y accuracy; glossy, metallic, or dark surfaces can distort signals or reduce | Lower-precision LIDARs: £10
precision. cm or more
Indicates the number of laser pulses or measurements the LIDAR
. . Low scan rate (up to 10 kHz)
performs per second. Higher scan rates enable faster and more detailed .

Scan Rate . . - . . . .| Medium scan rate (10-50 kHz)
environmental mapping, allowing better tracking of moving objects in .

. High scan rate (50 kHz or more)
real-time.
Refers to the number of simultaneous beams or "laser lines" emitted and Low channel LIDARs (1-16
received by the device for distance measurement and 3D mappin channels)

Number of y e . . PPINE- |\ fedium channel LIDARs (32
More channels improve detail and accuracy, allowing parallel scanning

Channels in multiple directions. Higher channel counts provide faster updates but channels)

: P - HIg P P High channel LIDARSs (64, 128
increase energy consumption.
channels or more)

Field of View | Defines the range of angles within which the LIDAR can scan its | Horizontal FoV: 90°-360°

(FoV) surroundings. Vertical FoV: 10°-40°
Defines how frequently the device can update environmental data per | Low frame rate (1-10 Hz)

Frame Rate second. Crucial for real-time operation, especially when detecting | Medium frame rate (10-30 Hz)
moving objects or rapidly changing environments. High frame rate (30 Hz or more)
Rotary LIDARs use rotating mechanisms to scan the environment in
360° horizontally. Laser beams rotate with mirrors or the LIDAR unit,

. providing circular coverage. These are prone to wear due to moving .

Scanning Type parts. Solid-State LIDARs lack moving parts, using electronic methods Rotary or Solid-State LIDAR
(e.g., phased arrays, MEMS mirrors, or lasers) for scanning, offering
compact and lightweight designs suitable for portable or small devices.

Defines the minimum angular interval between two points that the

Angular device can distinguish. High angular resolution enhances the ability to | High resolution: 0.1° - 0.5°

Resolution differentiate closely spaced objects and provides more detailed object | Low resolution: greater than 2°
shapes.

LIDARs use different wavelengths (e.g., infrared or visible), impacting

Laser . . . ..
their accuracy under various conditions. Some wavelengths penetrate | Infrared or visible spectrum

Wavelength .
fog or dust better, reducing errors.

Power Determines the amount of energy consumed by the device during

. . . 1-30 W

Consumption operation. Affects the system's autonomy.

Solid-State LIDARS: tens to

Dimensions . Lo . hundreds of grams

and Weight Affects the ease of integration into portable devices. Rotary LIDARS: 1 to several

kilograms

ln.t egration Compatibility with other sensors for constructing an environmental | Supports integration with cameras

with Other

Sensors model. and other sensors

©

a—
b — Terabee TeraRanger Evo Mini,

c—

Modern high-sensitivity microphone models,
despite their common functionality, differ in the
following characteristics:

—sensitivity (measured in millivolts per pascal
(mV/Pa) or decibels (dB). Higher mV/Pa values or lower
dB values indicate greater sensitivity. For example, a
microphone with 25 mV/Pa sensitivity has a level of -32
dB, reflecting high sensitivity);

— directional pattern (determines the directions from
which the microphone captures sound. It affects which
sounds are recorded and which are filtered out);

— frequency response (defines how the microphone
responds to various frequencies. A flat frequency

Fig. 8. Examples of LIDARs
meeting the system's requirements:

STMicroelectronics VL53L1X,

SparkFun Qwiic LIDAR-Lite v4
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response ensures natural sound without distortions);

- self-noise level (measured in dBA. A low self-
noise level ensures a clean recording without additional
interference);

—maximum sound pressure level (SPL) (indicates
the loudest sound the microphone can handle without
distortion. A high SPL is important for recording loud
sound sources).

Considering the criteria of energy efficiency,
seamless integration into a wearable device's overall
structure, compactness, discretion, and lightweight
design, several models of MEMS microphones with a
cardioid directional pattern were selected for clear user
voice recognition and background noise suppression:
Knowles SPH06451L.M4H-B, STMicroelectronics
MP23AB02B, Infineon IM69D130, and TDK
InvenSense ICS-40720.

Conclusion

The study presents a systematization of knowledge
about existing technological tools for visually impaired
people and an analysis of the hardware characteristics of
such solutions.

The sense of insecurity from physical, emotional,
social, and economic threats can significantly impact the
quality of life, hinder normal functioning, lead to social
isolation, and discourage individuals from visiting
certain places. Physical insecurity can severely affect the
quality of life of visually impaired individuals; however,
the development of technical tools for navigation and
environmental adaptation can substantially enhance their
sense of safety and security.

The study proposes a classification of assistive
devices for visually impaired individuals, including the
following categories:

- navigation applications and devices;

— sensor systems for obstacle and object detection;

—wearable devices with augmented reality (AR)
features;

—"vision"
understanding;

— text recognition systems.

Devices within these categories aim to improve
mobility, ensure safety, and enhance the overall quality
of life for visually impaired individuals by compensating
for the limitations caused by vision loss through
innovative solutions that enable navigation, orientation,
and access to information.

Based on the review of existing solutions, it is
evident that the development of an assistive system for
visually impaired individuals addresses societal needs
and can foster greater inclusion.

To ensure data complementarity in recognizing
moving objects, the optimal approach is to combine
multiple sensors—a Multisensor Fusion approach—
particularly high-resolution cameras, which provide
detailed scene imagery, and LiDARs, which enable precise
distance measurements and three-dimensional spatial
modeling. This integration compensates for the limitations
of individual sensors, providing a more comprehensive
understanding of the scene and enhancing data quality
through the fusion of diverse information sources.

systems for environmental

In alignment with the principles of sensor
minimization and energy efficiency, the use of high-
sensitivity microphones is proposed as a sufficient
condition for accurately recognizing voice commands
regardless of external conditions.

Considering the criteria of lightness, compactness,
seamless integration into a wearable device, reliability,
long service life, and low power consumption, solid-state
LiDAR models were selected, including
STMicroelectronics VL53L1X, Terabee TeraRanger Evo
Mini, and SparkFun Qwiic LIDAR-Lite v4.

Given the requirements for imaging under variable
lighting conditions, the need for detecting and detailing
moving objects, resistance to adverse conditions, wide
scene coverage, and noise minimization, several camera
models were chosen for use in the proposed intelligent
assistance system for visually impaired individuals,
including Sony IMX378, OmniVision OV5647,
OmniVision OV9281, Samsung S5K3L6, and Sony
IMX586.

In alignment with energy efficiency, seamless
integration into the overall wearable device,
compactness, and unobtrusiveness, several MEMS
microphones with cardioid directional patterns were
selected for clear voice recognition and background noise
reduction, including Knowles SPH0645L.M4H-B,
STMicroelectronics MP23AB02B, Infineon IM69D130,
and TDK InvenSense 1CS-40720.

The development of an intelligent assistance system
for visually impaired individuals is a socially beneficial
and highly relevant endeavor, particularly in cities that
lack sufficient attention to inclusivity and the comfort of
visually impaired people (e.g., absence of audible traffic
lights and tactile tiles). Its significance lies in:

—improving the quality of life by facilitating
navigation in urban areas, avoiding obstacles, and
optimizing routes to essential locations such as hospitals,
stores, or public facilities;

—preserving independence and autonomy through
assistance in movement, shopping, and route planning;

—enhancing user safety by identifying hazards or
obstacles on the path, helping prevent injuries and
accidents;

—promoting inclusion and equality for visually
impaired individuals;

—advancing technological progress by integrating
cutting-edge technologies into medical rehabilitation and
social assistance, fostering innovation.

The next phase of this project involves conducting
experimental research aimed at practically justifying the
joint use of cameras, audio sensors, and LiDARs for
obtaining heterogeneous data that provide the most
comprehensive depiction of the environment surrounding
visually impaired individuals. Based on these studies, a
method for determining environmental conditions to
ensure pedestrian safety will be proposed.
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CucremaTu3auisi 3HaHb NMPO XaPAKTEPUCTUKHU iCHYIOUHMX TEXHOJIOTIYHUX 3ac00iB
IJIs1 CyMPOBOJY JIIO/Iei i3 MOpyLIeHHAMH 30py

B. C. Cepueunnii, O. 1O. Bapkoscrka, A. A. Koanernko, B. O. Maprosuupkuii, A. O. ['aBpamieHko

AHoTaunisi. Pobora mpucBsAUeHa IETANTFHOMY OIJIALY OCHOBHHX ACIEKTiB (hi3WYHOI HE3aXWIIEHOCTi Ui JIIoJeH i3
MOPYLIEHHSIMH 30pY, @ TAKOXK TEXHOJIOTTYHUM 3ac00aM /sl HaBiraiii Ta amanraiii JIOIUHH 10 HABKOJIUIIHEOTO CEPEIOBUINA, SIKi
MOKYTh 3HAYHO WiJBUIIUTH BiTdyTTs O€3MEeKW Ta 3aXWIIEHICTh JIOJWHH. AKTYaJbHICTH TEMH OOIPYHTOBYETHCS BEIHKOIO
COLIIANFHOI0 HANPABJIEHICTIO, 00 TMOMIOHI CHCTEMH JONOMAaraioTh JIOAAM 13 BaJaMH 30py JIETIHIe NPOXOAWUTH COIliaji3amito,
3abe3nedyBaTy OUTBIIY HKIIIO3iI0, L0 € BKpai aKTyaJlbHUM Yy MiCTaX, Jie MPUALIIETHCS MaJIo YBark iHKJIIO3UBHOCTI Ta KOM(OPTY
HE3PSYHX JIFoJIeH (BiICYTHI 03ByUYEHI CBITIOGOPH, TAKTHIBHA TUTUTKA TOMO). IIpenMeToM € BUBUCHHS amapaTHUX KOMIIOHEHTIB,
o 3a6e3neuyoTh (yHKIIOHYBaHHS CHCTEM HiITPUMKH JUIsl JIIOAEH 3 Bagamu 30py. MeTOI0 CTaTTi € cucTeMaTH3allis 3HaHb PO
iCHYIOU1 TEXHOJIOTT14YHI 3aCO0H /ISl JIIO/IeH i3 MOPYIIEHHSIMH 30pY, a TAKOXX IIPOaHai3yBaTH anapaTHi XapaKTePUCTUKH CKIIaJOBHX
€JIEMEHTIB MOMIOHUX pillleHb. 3aa4yaMHu PoOOTH € oryran NncuxogizionoriyHux (HakTopiB Ta acmeKkTiB (i3WIHOT HE3aXHUIEHOCTI
JUISL TIOZICH 13 MOPYIIEHHSMH 30Dy, ICHYIOUMX CHCTEM aCHCTYBaHHS I JIIOZCH 3 BaJaMH 30py, BH3HA4YEHHS amapaTHOl 0asw,
HEOOXiAHOI TSI CTBOPEHHS CHCTEMH «OaueHHs HaBKOJIHMIITHBOTO CEPEIOBHUIINA; TPOBEICHHS aHAII3y XapaKTEPUCTUK PEECTPATOPIB
i3 ypaxyBaHHSM 3OBHILIHIX YMOB, B SIKHX MOXXC ONHHHUTHCS JIOAWHA 13 BajaMH 30py. BHKOHaHHS IOCTABICHUX 3aBJaHb €
MOXKJTUBUM 3aBJISKH BUKOPHCTaHHIO MeTOIiB MMOPIBHAIBHOIO aHawi3y, KiIacudikalii Ta KaTeropusauii, CHCTEMaTHYHOTO OTJISITY
JiTepaTypH 3a TEeMaTHKOIO MpobieMHoi 00iacTi. Pe3yapTaTamu po6oTH € 3anpornoHoBaHa Kiacuikallis JONOMDKHHUX IPHCTPOIB
JUIsL JTIOJIeH i3 TOPYLICHHSMH 30Dy, sika BKJIIOYA€ HACTYIHI KJIacH: HaBiramifiHi JOJaTKH Ta HPHCTPOi; CEHCOPHI CHUCTEeMH
JCTEKTYBaHHS Mepelkon i 00'ekTiB; HocuMi mpucTpol 3 (yHKUisMH JonoBHeHOI peanbHOCcTi (AR); cuctemmu “OavyeHHs”
HaBKOJIMIIIHBOTO CEPEIOBHIIA; CHCTEMH PO3ITi3HABaHHs TeKcTy. BU3Ha4yeHHs Ta aHajli3 mepeBar Ta HeIoJiKiB IPHCTPOiB KOXKHOTO
i3 3ampONOHOBAaHMX KIAciB IIOKa3aB, IO HOBE pIMICHHS Ma€ 3aJ0BOJBHATH KPUTEPisAM KOMIIAKTHOCTi, HOCHOEIBHOCTI,
eHeproe(eKTUBHOCTI, MPOCTOTI BUKOPHCTAHHS, & TAKOX BHCOKiil TOYHOCTI BH3HAYCHHS YMOB HaBKOJMIIHBOIO CEpPEIOBHIIA,
JIETEKTyBaHHsI IEPEIIKO i 00’ €KTIiB Ha IIUIIXY KOpUcTyBada. BucHoBKH. 711 3a0e31eueHHs] KOMIUIEMEHTAPHOCTI IaHUX Y 3a/1a4ax
PO3IMi3HABaHHS PYXOMHX 00'€KTIB CHCTEMOIO iHTENIEKTYaIbHOTO aCHCTYBaHHS JIFOJISIM i3 BaJlaMH 30py, ONTUMAIIBHUM € OEIHAHHS
JeKiTbKOX matyrkis - Multisensor Fusion mizxiz, - 30kpemMa Kkamep 3 BUCOKOIO PO3/ITLHOIO 3IaTHICTIO, SIKi Haal0Th JCTaTi30BaHe
300pakeHHs CLICHH, Ta JigapiB, 110 3a0e3NedyoTh TOYHE BHUMIPIOBAHHS BiACTaHi i MOOyIOBY TPHUBHMIpHOT MOJENI MPOCTOPY.
Taxkuit miaxix 103BOJMUTH KOMIICHCYBAaTH OOMEXKEHHS OKPEMHX CEHCOPIB Ta HAJaTH IMOBHIllle PO3YyMIHHS CIIEHHM, IiJBHIIYIOUYH
SIKICTh JJAHMX 32 PaXyHOK iHTerpauii pizHux jpkepen indopmartii. Ioxanburi nocaimkennss Oya1yTh CIpsSMOBaHi Ha MPOBEICHHS
EKCIIEPIMEHTAIBHUX POOIT, METOIO SIKHX € MPAaKTHYHE OOTPYHTYBAHHS CITUTEHOTO BUKOPUCTAHHS KaMep, ayAi0IaTIMKIB Ta JiapiB
JUIs. OTPUMAHHs IeTePOreHHUX JaHHX, SKi 3a0e3edyloTh HaiOiIbIl MOBHE YSBJIEHHS NP0 CEpPEIOBHUIIE, 10 OTOYYE JHojei i3
MOPYIICHHSIMH 30DY.

KawuoBi caoma: anami3; ormsix; cucremu; acucryBanus; LIDAR; kamepa; mikpodoH; moau i3 Bagamu 30py;
JICTEKTYBaHHS; IHHAMIYHI 00'€KTH.
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