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UNIT-DISTANCE CODES ENUMERATION

Abstract. The article discusses the current problem of reducing power dissipation in global communication lines while
maintaining high performance. With the increasing complexity of system on chip, power consumption has become a major
issue in system design. The main source of dynamic power dissipation in digital circuits is buses. Bus switching activity
accounts for a significant portion of the total power dissipation. One effective method for reducing switching activity
during device-to-device or on-chip communication is the use of low-power encoding techniques. Encoding and decoding
methods have been studied to reduce the number of switching on buses. The purpose of the article is to develop a method
for constructing a set of unit distance codes, determining the types of code transformations, and criteria for assessing the
effectiveness of codes. Research results. A method for constructively enumerating unit distance codes has been developed,
based on an invariant approach and the construction of a system of various representatives. Estimates of their number were
obtained, characteristics were determined, and catalogs of typical representatives were generated. Conclusion. Application
of the developed method will allow us to analyze and select codes with the best properties and, as a result, obtain better
results in terms of network delays, energy costs and other design limitations for computer systems.
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Introduction

Problem statement. Due to its scalability and
high performance, Network-on-Chip (NoC) technology
has become a popular choice for the on-chip
communication architecture of modern System-on-Chip
(SoC) devices. Due to the increasing complexity of
SoCs, power consumption has become a major concern
in NoC design [1]. Bus switching activity is responsible
for a significant portion of the total power dissipation.
Power dissipation in digital systems can be static and
dynamic. Leakage current in transistors causes static
power dissipation, while switching power and short
circuit power cause dynamic power dissipation. The
main source of dynamic power dissipation in digital
circuits is the buses, which are typically loaded with
large input and output node capacitances as well as
interconnect capacitances. These capacitances grow as
technology advances. As SoCs become more complex,
the number of buses also increases [2].

Therefore, the problem of reducing power
dissipation in global interconnect lines while
maintaining high performance is relevant.

Analysis of recent studies and publications.
There are a number of challenges in developing data
coding methods. Given the different properties of
instruction, data, and multiplexed buses, they require
different methods. Since additional pins are costly,
coding methods must avoid or minimize the number of
redundant bits [3].

There are many coding and decoding methods to
reduce the number of switching on a data bus [4]. The
most popular methods are Bus invert transition
signaling and Bus Inversion coding [5]. A second bus
line is required to use these methods. The Bus Inversion
coding method for low-power 1/O was created to
minimize switching operations on the data bus. This
approach is versatile, but it works best with buses. It is
advantageous because buses have large capacity and
consequently dissipate a lot of energy [6].

To optimize the bus energy consumption at the
system level, a coding method with partial bus inversion
has been developed [7]. The partial bus inversion
scheme selects a subset of bus lines for bus coding to
reduce the total number of bus transitions. This reduces
the total number of bus transitions compared to the
unencoded patterns.

Flip-N-Write method [8] reduces the number of bit
flips by flipping the data. The data is divided into 8 to
32-bit blocks. Each block has a tag bit indicating
whether the bits should be inverted or not. Other
encoding techniques map the data bits into a set of
vectors and select the vector that has the minimum
number of bit turns.

Schemes based on the concept of code
concatenation [9] are developed for communication
applications. Code concatenation is a method that
combines two codes in which the codewords of the
inner code are the characters in the alphabet by which
the outer code is determined [10].

In [11], two data coding methods are proposed to
reduce dynamic capacity and improve reliability: an
OEFNSC method that considers the overall self-
switching and coupled switching activity and an
OEFNSC-SEG method with segmentation to reduce
switching activity through its own capacity and link
capacity. The results confirmed the effectiveness of the
proposed data coding schemes in terms of energy
efficiency, delay efficiency and energy-delay product.

In the study [12], a dynamic sector coding method
is proposed to reduce the bus switching activity. In this
method, the source word space is divided into a number
of sectors with a unique identifier. The dynamic sector
(DS) encoder reduces the number of transitions by 20%
more than the binary encoder.

In [5], an adaptive coding scheme called adaptive
word reordering is proposed to reduce the inter-chip
interconnect power, which effectively reduces the
number of signal transitions, resulting in significant
power reduction. A scheme is implemented that utilizes
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the time domain to represent complex bit transition
computations as delays and thus limits the excess power
due to coding.

Lee E. [13] and Barasch L. [14] investigated a
promising class of codes, called generalized
(alternative) Gray codes, which have both the reflection
property and the unit distance property.

By using codes with the unit distance property, the
SoC designer has more choices than when using Gray
codes alone. Unfortunately, this type of codes is poorly
understood and there are no methods for their
construction in the literature [15-17].

The aim of the article is to develop a method of
enumeration of unit distance codes, build a system of
type representatives and analyze their characteristics.

Presentation of the main material of the study

It is difficult to consider the whole set of objects
when solving various combinatorial problems, so a
promising direction is to divide them into equivalence
classes with respect to a given group of transformations
and to study the properties of class representatives [18,
19]. In general, equivalence is a binary relation on a set
possessing the properties of reflexivity, symmetry and
transitivity. Any two classes of the same equivalence
either do not overlap or coincide, i.e., any equivalence
defines a partition of a set. Conversely, any partitioning
of a set into non-overlapping classes generates an
equivalence.

The main goal of classification is to find such a
partitioning into classes, in which, on the one hand,
equivalent transformations would be easy to implement,
and on the other hand, the number of variants would not
be very large [20, 21]. As a result of classification, a set
of objects is divided into pairwise non-intersecting
classes.

The concept of class was introduced by J.
Neumann. According to his definition, X is a class if X
is a set of all objects possessing some property
(invariant) that remains unchanged after applying
operations or transformations of a certain type to the
objects. More generally, an invariant with respect to an
equivalence relation is a property that is constant in
every equivalence class [22].

Invariants reflect the invariant most fundamental
properties of the studied objects and phenomena. When
solving many problems, it is necessary to define a set of
invariants, to establish and describe the relations
between them, and to construct a complete set of
invariants. The study of invariants is directly related to
the problems of object classification, since the goal of
any mathematical classification is to construct some
complete system of invariants separating any two non-
equivalent objects from the considered set [23].
Currently, there are different approaches to the definition
of an invariant depending on whether the group of
transformations is defined explicitly or not [22].

1. The transformation group G is not explicitly
introduced, but the equivalence relation n satisfying the
requirements of reflexivity, symmetry and transitivity is
introduced. As a result, the set M is partitioned into
subsets equivalent by .

2. Transformation group G ={g1, g2, ..., Qda} is
defined on the set X. As a result of any transformation
of gi € G by an element x e X, an element X" ¢ X will be
obtained.

3. A generalized definition of an invariant is given
in [23]: "An invariant is a mapping ¢ of a considered set
M of mathematical objects, equipped with a fixed
equivalence relation n, into another set N of
mathematical objects, constant on the *-equivalence
classes of M by n. If X is an object of M, then ¢(M) is
said to be an invariant of the object X". The mapping ¢
of some set X into itself is called a transformation.

In essence, the goal of any classification is to
construct some complete system of invariants, i.e., such
a system that separates any two non-equivalent objects
from the considered set.

Since all objects belonging to the same
equivalence class pass into each other as a result of a
given group of transformations, it is sufficient to define
a type representative to describe the equivalence class,
as which any element belonging to the equivalence class
under consideration can be chosen. For unambiguous
description of type representatives it is expedient to
define the simplest form to which the investigated
mathematical object can be brought by means of the
considered group of transformations, i.e. to construct
canonical forms.

The canonical form of a mathematical object is a
standard way of representing this object in the form of a
mathematical expression that allows to identify it in a
unique way [24, 25]. Canonical forms are commonly
used to make working with equivalence classes more
efficient.

More generally, for a class of objects for which an
equivalence relation is defined, the canonical form
consists of selecting a particular object in each class (a
type representative) [26, 27]. The representative is
chosen unambiguously among the objects belonging to
the class. In some applications, the representative is
unambiguously chosen using some deterministic
algorithm.

The set of typical representatives of equivalence
classes forms a system of different representatives.

Thus, the approach under consideration is reduced
to solving combinatorial problems related to
determining the existence of a system of different
representatives for a family of sets, and determining the
number of systems of different representatives
satisfying different criteria. The criterion for the
existence of a system of different representatives is
given by Hall's theorem.

The general approach to determining a type
representative consists of the following steps.

1. Selection of any element representative of the
equivalence class.

2. Execution of the set of given transformations of
the object, i.e. generation of all elements of the
equivalence class under consideration.

3. Determination of the canonical form for the
elements obtained as a result of each transformation. 4.

4. Determination of a typical representative - an
element having a canonical form of a given kind.
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If the canonical form is a set of elements, we will
choose the minimal canonical form. In this case, we
assume that the set A = {A1, ... , Ni, ..., Ao} is smaller
than the set ¥ = {y1, ... , Vi, ... , o} if there exists a
value i such that iy =y fort=1, ..., i- Land A;i < ;.

Let us consider the application of the method
described above to the classification of binary codes.

A code is a bijective (mutually unambiguous)
mapping of a finite ordered set of symbols belonging to
some finite alphabet Y to another, not necessarily
ordered, as a rule more extensive set of symbols X for
coding the transmission, storage or transformation of
information [28, 29].

For codes the bijective function has the form

fZY—»X,

where Y is a finite ordered set of symbols,
Y ={y1, Y2, ..., Yk}, X is the set of codewords obtained
as a result of the mapping, X = {X*, X?,...,X}, k is the
number of code words, n is the number of digits of the
binary code.

Bijective function

f:XoeY

has the following features:
—translates different elements of set X
different elements of set Y (injectivity):

vXle X, vX? e X, Xt = X2 = f(XY) = f(X?), (1)
from Y has its

into

—any element
(surjectivity):
vye Y, IX" e X, f(X) =y. (2)
The code word X' consists of n characters (number
of bits):
X' ={Xi1,..., Xin}; Xij €{0,1},i=1,...k;j=1,...,n.

The number of changes in the values of the i-th
variable in the column is denoted by h; and is defined as
follows:

prototype

k
hi :Z(Xiyj_l@xi,j), i:]., Lo Ny (3)
j=2

Table 1 shows a tabular representation of the code.

Table 1 — Set of code words and their characteristics

X

Y

X1 .o Xj Xn
Y1 X1,1 . X1,j e X1,n
Y2 X2,1 ... X2, . X2,n
Vi Xi 1 Xij Xin
Yk Xk,1 . Xk,j ... Xk,n
H h1 . hj .. hn

The subject of this study is codes with unit
distance, in which codewords have the following
properties:

—two neighboring words differ only in one digit, i.e.

p(X' X"y =1 i=1..,k-1, @)

where p - Hemming distance between codewords X' and
Xi+1,
— the total number of changes of bit values in
codewords is equal to
k-1 o
> p(xd, x Iy =k-1, )
j=1

The code in which p(Xl, X k) =1 is called cyclic.
The balance of the code C is defined as follows:

n
i —Zhj/n
j=1

The canonical form of a code W(X) is called its
representation in the form:

W(X) =X, ..
For compactness, the binary form of representation
W(X) can be transformed into hexadecimal form.
Among the set of possible transformations of
binary matrices, the transformations that preserve the
property of unit distance between neighboring binary
words in the code are highlighted. These are column
permutation (P transformations) and column inversion
(N transformations). The code X obtained as a result of a
group of transformations t is denoted as follows X(r).
Definition 1. Codes X* and X? are called P —
equivalent if X* = X?(P).
Definition 2. Codes X* and X? are called N —
equivalent if X* = X2(N).
Definition 3. Codes X! and X2 are called PN —
equivalent if Xt = X2(PN).
The number of transformations is determined by
the following expressions:
Lp:n!, Ly = 2" (7)
P transformations will be described as a set of
permutations of columns of the source code

n

)

i=1

: (6)

o XLy ceey Xigly oeey Xinyeooy XK1y ooey Xkone

P = {T[].; AERE) TCn},
and N transformations in the form of a set
N={vi, ..., vn},

where v, =1, if the inversion of the i-th column is
performed and v; = 0 otherwise.

Table 2 shows the decimal equivalents of the
binary codes (Dg), the binary position code (X*), the
Gray code X* and examples of PN transformations for
the Gray code: the code X"(P) for P ={2,3,4,1}, the
code X"(N) for N = {1,0,1,0}.

For each code, the number of changes in the values
of each digit H = {hy, hy, hs, hs} and the code balance
value C are given.

The canonical form for codes X", X(P), X"(N) for
the specified transformations has the form:

W(X?) = 01326754cdfeab98,
W(X"(P)) = 0264cea89bfd5731,
W(X"(N)) = ab98cdfe67540132.
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Table 2 - Code Conversion
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necessary to perform all possible code transformations,

To determine the typical representative T(X) it is

to determine the canonical form for each type of

transformation and to choose the minimal one. Since in

the minimum canonical form the first character will be

"0", in order to reduce the number of performed

transformations it is necessary to determine the code

Canonical form for the transformed code
Wi034 = 08cdfeab91546732.

Table 5 shows an example of defining a typical
representative for a transformed code.

Table 5 — Definitions of a typical representative
for a transformed code

digits in which the first codeword has "1" and invert the || p W Whnin
corresponding columns. _ _ 1 |1234|08cdfeab91546732 |— | O8cdfeab91546732
o oy SR e resnae 0|5 1123 otsaroors | |
3 [1324|08abfecd91326754 |— | 08abfecd91326754
Table 3 — Initial code 4 11342 |089bfdcea2315764 |— | 089bfdcea2315764
i | x2 | xs | xa i | 2 | x5 | x 5 |14 23 |08aefb9dc4623751 !
1 1 0 1 0 1 0 0 6 |14 32 |089dfbaec4513762 l
0 1 0 1 1 1 0 0 7 12134 |04cdfe675198ab32 |— | 04cdfe675198ab32
0 | 0 | 0 1 1 101010 8 |2 143 |04cefd5762a89b31 !
3 B 9 |2314 |02abfe673198cd54 |— | 02abfe673198¢d54
0o o 1 11 T 1 0 1 1 1 o 10{234 1 |019bfd5732a8ce64 |— | 019hfd5732a8ce64
0 1 1 1 1 1 1 0 11|12 41 3 |02aefb3764c89d51 l
0 1 1 0 1 1 1 1 1212 4 31 |019dfb3754c8ae62 l
. . . ., |13|3124 |0467fecd5132ab98 l
Since th_e flrst_ code word has the form "1 1 0 1", 1213142 |0457fdce623190a8 |
we perform inversion for the first, s_econd and fourth 15132 1 4 |0267Teab3154cd98 |
columns. The resulting code is shown in Table 4.
16|13 241 |0157fd9b3264cea8 |— | 0157fd9b3264cea8
Table 4 — Transformed code 17|34 1 2 |0237fhae64519dc8 l
X1 X2 X3 X4 X1 X2 | X3 Xa 18|34 21 |0137fb9d5462aec8 |— | 0137fb9d5462aec8
0 0 0 0 1 0 0 1 19|14 1 2 3 |046ef75dc8a23h91 l
1 0 0 0 0 0 0 1 204 1 3 2 |045df76ec8913ba2 !
i i 8 2 8 1 8 (1) 214 2 1 3 |026ef73ba8c45d91 |
1 1 1 1 0 1 1 0 2214 2 31 |015df73b98c46ea2 l
1 1 T o ol 1 111 23|43 1 2 |023bf76ea8915dc4 !
1 0 1 0 0 0 1 1 2414 321 |013bf75d98a26ec4 l
1 0 1 1 0 0 1 0 Whin = 0137fh9d5462aec8
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The type representative for the code under
consideration is denoted by T(X) and is defined as
follows:

T(X) = Wiin = 0137fb9d5462aecS.

All unit distance codes for n = 3 and k = 8 were
investigated.

Table 6 - Codes belonging to the equivalence class E1

The analysis of the obtained results showed that
the set of these codes can be divided into three
equivalence classes. Tables 6 — 8 show the codes
included in the equivalence classes E1, E» and Es.

It should be noted that codes belonging to the same
class have one type representative (T) and one code
structure S(X) = ( H(X),> ).

i Aui i Aui i Aui i Aui i Aui i Aui
1 15467320 9 64510237 17 | 46732015 25 | 76204513 33 01375462 41 57623104
2 54026731 10 | 10264573 18 | 04675132 26 | 76402315 34 73201546 | 42 15764023
3 20154673 11 | 26457310 19 | 26754013 27 | 73102645 35 75401326 43 04576231
4 54620137 12 | 64015732 20 | 67513204 28 | 37645102 36 75104623 | 44 45731026
5 51320467 13 | 32046751 21 | 67315402 29 | 13762045 37 23157640 45 45137620
6 31540267 14 | 40132675 22 | 02673154 30 | 02376451 38 51023764 | 46 20451376
7 32640157 15 | 10462375 23 | 62013754 31 | 23751046 39 57326401 47 40231576
8 62310457 16 | 46237510 24 | 13267540 32 | 37546201 40 01573264 48 31045762

Table 7 - Codes belonging to the equivalence class E2

i Azji i Azji i Azji i Az i Azji i Azji
1 04513267 9 62045731 17 | 64023751 25 | 37620154 33 73154620 41 57310462
2 45102673 10 | 64573201 18 | 26401375 26 | 76231540 34 75462310 42 15732046
3 51046732 11 | 46201573 19 | 26731045 27 | 76451320 35 75132640 43 15402376
4 | 54673102 12 | 04623157 20 | 67320451 28 | 73264510 36 37510264 44 | 54013762
5 01546237 13 | 23104675 21 | 67540231 29 | 23764015 37 32015764 45 45762013
6 | 02315467 14 | 20467315 22 | 62375401 30 | 20137645 38 31576204 46 | 40157623
7 01326457 15 | 40267513 23 | 31026754 31 | 10237546 39 51376402 47 10457326
8 02645137 16 | 46751023 24 | 32675104 32 | 13754026 40 57640132 48 13204576

Table 8 — Codes belonging to the equivalence class E3

i Asii i Asii i Asii i Asji i Asii i Asii
1 01546732 9 62045137 17 | 20467513 25 | 76451023 33 13754620 41 15732640
2 54673201 10 | 26401573 18 | 46751320 26 | 76231045 34 73154026 42 57640231
3 15402673 11 | 02645731 19 | 67540132 27 | 73264015 35 75132046 43 45762310
4 51046237 12 | 64573102 20 | 67320154 28 | 37620451 36 75462013 44 10457623
5 54013267 13 | 13204675 21 | 26731540 29 | 23764510 37 02315764 45 40157326
6 32015467 14 | 46201375 22 | 62375104 30 | 10237645 38 31576402 46 04513762
7 31026457 15 | 04623751 23 | 01326754 31 | 20137546 39 51376204 a7 45102376
8 64023157 16 | 40267315 24 | 32675401 32 | 37510462 40 57310264 48 23104576

Code number 23 in equivalence class Tz is a Gray
code.

The characteristics of equivalence classes for n = 3
and k = 8 are given in Table 9.

Table 9 — Characteristics of equivalence classes

forn=3uk=8

Equivalence class S(E) C(E) T(E)
Er 2,2,3 1,3 01375462
E> 1,33 2,7 01326457
E3 1,2,4 3,3 01326754

An example of application of the obtained results
is given below.

Based on the analysis of Table 8 and Table 9, the
code number 33 in the equivalence class E; was chosen
to realize the code converter with the best balance.

Fig. 1 shows the functional diagram of the
developed code converter, which contains:

—three inputs 1, 2, 3,

— three outputs 4, 5, 6,

— AND element 7,

— OR element 8,

— two unequalization elements 9 and 10.
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1 3

T |
L

The device works as follows. At the inputs of the
device 1, 2, 3 input binary signals xi1, X2, X3 are given,
and at the outputs 4, 5, 6 the output binary code y1, y2, y3
is formed.

Table 10 shows the decimal equivalents of the
binary codes (Dg), the position code (Ug), the binary
equivalent of the Gray code D/, the binary Gray code
U, the binary equivalent of the code at the output of the
code converter D¢, and the binary code at the output of
the code converter Uc. For each code the number of
changes of values of each digit H = {hs, h,, hs} and the
code balance value C are specified.

The given code converter has a code balance
C=1.3, which is 2.5 times better than the Gray code
converter.

8 10

Fig. 1. Code Converter

Table 10 — Binary codes and their characteristics
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The number of NP type variants (LSi) for n = 4
having the same structure is given in Fig. 2, and their
balance score (Ci) is given in Fig. 3 (i is the number of
the code structure, i =1, ..., 18).

Characteristics of the investigated codes for n =3
and n =4 are given in Table 11.

Designations: Ncoge - total number of binary codes,
Nude - number of codes with unit distance, Nip - number
of NP types, Ns: - number of code structures, Cgray Value
of Gray code balance, Cmin - minimum value of code
balance, Lcmin - number of NP types with minimum
balance.

LSi 50
45
40 1
351
301
251
201
151
101
5.
O.A

12 3 45 67 8 9101112131415 16 17 18
Fig. 2. Number of variants of NP types (LSi) for n = 4 having the same structure

Q
©
)
]
)

O =~ N W b OO N O

12 3 45 6 7 8 9101112131415 1617 18
Fig. 3. Balanced structure options forn=4
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Table 11 — Characteristics of the studied codes for n=3, k=8 and n=4, k=16

n Ncode Nudc Ntip Nst CGray Chin CGray /Chin Lcmin
40320 144 3 3 3,3 1,3 2,5 1
2x1013 91392 238 18 9 1,5 6 16

The given results show that the number of typical Codes with the property of unit distance are

variants of codes with unit distance is much less than the
total number of codes, which allows to choose the optimal
coding without enumeration of variants. The efficiency of
the method grows with the increase of the number of code
digits. So, for n = 3 the improvement of balance of optimal
codes makes 2,5 times and 6 times for n = 4.

Conclusions from this study and prospects
for further research in this area

The urgent problem of reducing power dissipation
in global interconnect lines while maintaining high
performance is considered. It is shown that the main
source of dynamic power dissipation in digital circuits
are buses. Encoding and decoding methods for reducing
the number of switching on the buses are investigated.

investigated.

The method of constructive enumeration of unit
distance codes is proposed, which allows to choose
optimal coding without enumeration of variants.
Estimates of the number of typical structures are
obtained and catalogs of typical representatives are
formed.

Application of the developed method will allow
analyzing and selecting codes with better properties and
obtaining better results in terms of network delays,
power costs and other design constraints for computer
systems.

Further researches in this direction: development
of the method of construction of codes with specified
code structures and construction of code converters.
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IlepepaxyBaHHsI KOAIB 3 OJUHHYHOIO BiICTAHHIO
B. B. Spemenko, B. B. Kocenko

AHoTamisi. Y CTaTTi pO3MIIAETHCS aKTyanbHa NMpoOiieMa 3HIDKEHHS IOTYXKHOCTI, IO PO3CIIOEThCS, B TIIOOANBHHX
JHIAX 3BS3KY NpU 30epexeHHI BUCOKOI MPOTYKTHBHOCTI. 31 3pOCTaHHAM CKJIQJHOCTI CHCTEM Ha KPHCTANI CIIOXKHUBAHHS CHEeprii
CTaJO CepHO3HOI0 MPOOIEeMOI0 i 9ac ix po3poOku. OCHOBHHM JPKEPETIoM PO3CIIOBaHHS AMHAMIYHOI MOTY>KHOCTI y IH(POBHX
cxemax € muHA. KoMyTariiiHa akTHBHICTB IIWH € MPUYMHOIO 3HATHOI YaCTKH 3arajbHOI IIOTYXXHOCTI, IO po3citoeThes. OTHUM i3
e(EKTUBHUX METOMAIB 3HIDKEHHS KOMYTAI[IHHOI aKTHBHOCTI MiJ Yac 3B'A3Ky MiX HPHUCTPOSAMH abo 3B'SI3Ky Ha KpHCTaNl €
3aCTOCYBaHHSI METOJIB KOAYBaHHS 3 HU3BKMM CHEPrOCIIOXKHBaHHIM. J[OCITIIKEHO METOOM KOAYBaHHS Ta JEKOIYBaHHSI, IIO
JI03BOJISIFOTH 3MEHIIMTH KUNBKICTh IEpEeMHUKaHb Ha IIHHAX. MeTa cTaTTi mojsrae y po3poOui Metoay moOymoBu Oesiidi KOIiB
OIMHWYHOI BiJICTaHi, BU3HAYCHHS BH[IB KOJOBHX IIEPETBOPEHb, KPUTEpiiB OLIHKM e(pEeKTUBHOCTI KojiB. Pe3dyabraTh
JaocJixkeHHs. Po3po0iieHO MeTo 1 KOHCTPYKTUBHOTO TIepepaxyBaHHs KOJIB OJTUHUYHOI BiJICTaHi, 3aCHOBaHHI Ha iHBapiaHTHOMY
IiIX0/i Ta MoOyXOBI CHCTEMH Pi3HHUX HpencTaBHUKIB. OTpUMAaHO OIiHKH iX KiTBKOCTi, BU3HAUYCHO XapaKTePHUCTUKH, C(HOPMOBAHO
KaTaJOTH THUITOBHX MPECTaBHUKIB. BHCHOBOK. 3acTOCYBaHHS pO3poOIEHOTO METOY TO3BOJMTH aHATI3yBAaTH Ta BUOUPATH KOIH
3 HaWKpallUMH{ BIACTUBOCTSMH Ta B PE3yJIbTaTi OTPHMYBATH Kpallli pe3yJabTaTH 3 MOIVISAY MEPEKEBUX 3aTPUMOK, BUTpAT Ha
CJIEKTPOCHEPTiI0 Ta IHIINX KOHCTPYKTHBHUX 0OMEXKEHb I KOMITIOTEPHUX CUCTEM.

Knwo4oBi ciaoBa: Mepexi Ha kpucTaii; MacmTaOyBaHHS TEXHOJOTI]; MiXk3'€THAHHS,; PO3CIIOBAHHS ITOTYXHOCTI; KOJH
I'pest; koau OMHUYHOI BiICTaHi; KOyBaHHs, KOMYyTalliiiHa aKTUBHICTb.
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