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IMPLEMENTATION OF UNSUPERVISED LEARNING MODELS 

FOR ANALYZING THE STATE'S SECURITY LEVEL 
 

Abstract.  Objective. Enhancing the effectiveness of preliminary analysis of the state's security level through the 

implementation of clustering models. Methodology. The process of creating unsupervised learning models and their 

peculiarities in tasks of analyzing the state's security level has been investigated. Techniques for creating the basic k-means 

model and its improvement through the use of Pearson correlation as a distance metric have been considered. Determining 

cluster centers was performed by both the basic method and the Cochran's maps method. The optimal quality indicator, 

according to the results of clustering, was considered to be the model demonstrating the minimum value of the Davies-

Bouldin index. Results. An improved unsupervised learning model based on the k-means algorithm for analyzing the 

state's security level has been developed. The model is characterized by two clusters, with centroids determined as 1.112 

and 1.009. Scientific novelty. The proposed model for clustering the state's security level differs from existing ones by 

using as input estimates derived from a comprehensive indicator based on the principles of interaction and emergent 

properties. This allows obtaining advantages of the clustering model in terms of the Davies-Bouldin index. The existing 

clustering model demonstrates a value of 0.4765, while the proposed one achieves 0.2166. Practical significance. The 

proposals serve as a useful additional tool for preliminary analysis of the state's security level during air alerts and extend 

the functionality of the previously researched forecasting technology. 

Keywords:  clustering model; linear scaling; factor interaction. 

 

Introduction 

The advancement of artificial intelligence 

technologies, on one hand, simplifies the analysis of 

large volumes of data [1, 2], while on the other hand, it 

entails the development of tools aimed at ensuring the 

security of state technological information [3]. This 

process is oriented not only towards the development of 

artificial intelligence methods but also towards 

considering fundamental aspects of information security 

[4, 5]. 

Diagnosing the state's security level is currently a 

top priority, where it is necessary to ensure speed, 

reliability, integrity, etc. [6, 7]. Therefore, the creation 

of new tools, both software and hardware, is being 

prioritized. In this process, a variety of tools are used, 

including optimization methods [8]. However, existing 

solutions are highly non-universal and require a series 

of additional adjustments, which are associated with the 

specific characteristics of the models being studied. 

Therefore, there is a need to develop new and 

improve existing approaches to grouping objects in 

order to identify the security level of the state as a 

complex system. 

The aim of the research is to enhance the 

efficiency of preliminary analysis of the state's security 

level by implementing clustering models. 

The research object is a comprehensive indicator 

for solving the task of analyzing the state's security 

level. 

The research subject is unsupervised learning 

models and methods of analyzing the state's security 

level. 

The research tasks: 

1. Improve the comprehensive indicator - the state 

security index by considering the principles of 

interaction and emergent properties. 

2. Create an unsupervised learning model for 

analyzing the state's security level. 

3. Conduct experimental verification of the 

proposed approaches. 

A review of related scientific publications 

Existing research is focused on creating new 

clustering methods and their software implementation, 

where there is no straightforward process for developing 

an effective approach. Therefore, each study is verified 

based on a variety of datasets from different directions, 

allowing the investigation of the characteristics of each 

approach. 

In the scientific research by [9, 10], a technique for 

improving the k-means algorithm is proposed, which 

eliminates unnecessary distance calculations and 

increases the speed of the algorithm's operation in a 

multidimensional space. The distinctive feature of the 

proposed approach is the high quality of the model, 

which equals the classical clustering algorithm but is 

more precise than competitors. 

One of the problems of clustering is adhering to the 

condition of balance of estimates within clusters. 

Unbalanced initial estimates complicate the process of 

creating state security level clustering algorithms. 

Therefore, in the work by [11, 12], active efforts were 

made to solve the problem of balancing estimates by 

creating adaptive algorithms based on insufficient 

samples. The idea of the algorithm [12] is as follows: the 

distance between data points in each cluster and cluster 

centroids is computed from two perspectives, and data are 

selected based on these distances. This principle allows 

achieving high performance, which was tested on 45 

datasets. 

Unlike the work [12], the study in [13] examines 

the creation of a comprehensive model for multi-

objective optimization based on AdaBoost and K-means 
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clustering. Thus, the proposed solution ensures high-

quality model performance. However, the solutions 

proposed in [13] do not consider the aspects of a large 

number of clusters as done in [14]. 

The research work [14] studies the principles of 

considering a large number of clusters, particularly 

based on the kernel of a high-density cluster. This 

algorithm enables more precise determination of cluster 

centroids. 

In addition to object grouping tasks, the 

development of security level prediction models using 

feedback principles is also studied [15]. This principle is 

interesting and worth focusing on in future research. 

However, the research in [15] is limited to technical 

systems and does not involve clustering of state security 

levels based on large datasets for model construction. 

Efficient processing of large datasets is discussed 

in [16], where the creation of deep learning models 

using unsupervised structures, including variational 

autoencoders and Markov models, is investigated. By 

dividing the system into component parts, an approach 

to determining the optimal number of models using 

unsupervised learning is achieved [17]. This issue was 

also explored in [18], where an array of clustering 

models based on artificial input estimates was 

constructed. 

Apart from research on the k-means algorithm, 

where determining centroids is a component, studies of 

Gaussian mixture models and fuzzy clustering 

algorithms are conducted [19]. Despite significant 

advantages of this approach, the authors note its 

drawbacks, where the final model result is sensitive to 

initial conditions and the number of clusters. Proposed 

improvements to the clustering algorithm are discussed 

in [20], continuing the ideas from [19]. Authors suggest 

using constrained k-means regularization graph models, 

solving the problem of determining cluster centroids 

and increasing model accuracy. 

The accuracy of clustering algorithms is also 

improved by utilizing kernel density estimation [21]. 

This approach increased solution accuracy by 66.05% 

compared to analogues. However, one of the problems 

in the clustering process is the existence of unbalanced 

estimates. Therefore, to achieve even better 

performance metrics of clustering algorithms, [22] 

proposes using feature weights to regulate the influence 

of unbalanced features in different clusters. However, 

the question of unifying these ideas across different 

datasets, particularly for studying state security issues, 

remains unclear. 

A solution to the problem of unifying clustering 

algorithms is provided in [23], where hybrid models are 

built, consisting of two stages. Firstly, initial data are 

divided into smaller clusters, then merged into real 

clusters. The idea of dividing data into subgroups and 

then merging them into clusters is innovative and 

reduces algorithm execution time. 

Preprocessing of input data also affects the final 

result of clustering algorithm performance. In [24], an 

approach to preprocessing membership degree matrices 

by filling missing values expertly is proposed. As the 

results of the research in [24] showed, this technique is 

effective. On the other hand, expert judgments are a 

weak point as they take into account the influence of the 

human factor on the final result. 

To eliminate the influence of the human factor on 

the final result of the model, the issue of creating semi-

supervised fuzzy clustering algorithms based on 

Medoids for relational data with multiple 

representations is discussed in [25, 26]. In fact, the work 

in [26] is a continuation of the study in [23], as the 

problem of increasing clustering accuracy is solved by 

building hybrid models. 

Another effective way to increase the accuracy of 

clustering algorithms is to use self-organizing neural 

network classes, such as Kohonen self-organizing maps 

[27]. The effectiveness of this approach has been 

experimentally confirmed. The advantage of this 

approach is the selection of optimal hyperparameters. 

Existing studies [9–27] offer unique techniques for 

implementing each approach – this is a fact. On one 

hand, new methods for creating clustering algorithms 

are proposed, on the other hand, components of existing 

algorithms are improved, including data preprocessing, 

introduction of weight coefficients, different methods of 

determining cluster centroids. However, issues 

regarding determining the state's security level during 

air alarms are not fully studied. Therefore, the question 

of developing new proposals for clustering models of 

state security levels remains open. 

Research methodology 

The process of developing a classifier for the 

state's security level involved using the raw data from a 

previous study [28], where four rows of ratings ranging 

from [1, 5] were combined into a single score - the 

comprehensive indicator of the state's security. The 

volume of the initial sample under investigation reached 

605 assessments of the state's security level. It was 

crucial to study the behavior of these ratings in 

conjunction with clustering algorithms, the basics of 

which are outlined in [29, 30]. 

According to the model's lifecycle, questions 

regarding the improvement of its mathematical 

operations for comparative analysis were studied. 

Achieving adequacy and objectivity in model 

construction is essential for a comparative analysis of 

the proposed and existing approaches; otherwise, the 

result will not meet expectations. 

The mentioned methods were used to combine 

ratings into a comprehensive indicator and utilize its 

assessments as input to the clustering algorithm, where 

the analysis of ratings was carried out using histograms. 

Before constructing the clustering algorithms, the 

optimal number of clusters was determined using the 

elbow method. 

The research methodology involved studying the 

basic k-means clustering algorithm with Euclidean 

distance metric and its modifications. The Pearson 

correlation coefficient was also used as a distance 

metric.  

Additionally, other methods of improving the 

clustering algorithm were considered, including 

determining cluster centers using Kohonen maps. When 
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choosing the optimal parameters for the Kohonen map, 

two conditions were applied. 

Furthermore, the described techniques for building 

unsupervised learning models were combined into a 

single algorithm.  

In the final result, the quality of clustering was 

compared using the Davies-Bouldin criterion. Special 

attention was paid to the algorithm's sensitivity, where 

unfiltered and filtered ratings within a certain interval 

were used. In case of unbalanced clusters, Random 

Under Sampler methods were used to balance ratings in 

clusters. 

The software implementation was carried out 

using the Python programming language, with the 

sklearn [31] library used to build the clusterer. The 

MiniSom [32] library was used to build Kohonen maps, 

and the quality of algorithms was measured using the 

davies_bouldin_score metric from sklearn. Cluster 

balancing was performed using the imblearn library. 

The graphical interpretation of research results was 

implemented using the matplotlib library. 

Formal statement of the research task 

Given are security ratings of countries determined 

by the comprehensive indicator КSі. Construct a 

clustering algorithm that will group the complex ratings 

into k clusters, where the effectiveness of the model will 

be assessed based on the minimum value of the Davies-

Bouldin index.  

Furthermore, there is a constraint that each 

complex rating should belong to only one cluster. 

Experimental research 

According to the life cycle of state security 

research tools, the updating of the comprehensive 

indicator was carried out by using operations of 

summation and multiplication of the variables under 

investigation.  

The security index of the KS region can be 

expressed by model (1): 

 КS = х1+ х2+ х3+ х4+ (х1· х2·х3·х4), (1) 

where x1 represents the type of unmanned aerial vehicle 

or missile, x2 represents the number of launched 

missiles (from 1 to n), x3 represents the number of 

missiles shot down (from 0 to k), x4 represents the 

method of launching the object. 

It is worth noting that the determined assessment 

of the comprehensive indicator is subjected to 

normalization using the linear scaling tool in the range 

[1, 5], which was extensively studied in [17]. The 

assessments of the comprehensive indicator of state 

security level were used to build a clustering model, 

which allowed determining the level of security, 

particularly high – cluster 1, low – cluster 0.  

Table 1 presents the initial investigated sample of 

comprehensive indicators of the state security level. 

  
Table 1 – Initial investigated sample of comprehensive 

indicators of the state security level  

(existing KS and updated KS) 

№ КS existing КS updated 

1 1.858 1.132 

2 1.030 1.001 

3 1.065 1.003 

… … … 

605 1.168 1.01 

SUM 843.34 655.45 

RMSE 0.496 0.277 

 

Based on the analysis of the initial table with 

assessments of comprehensive indicators, we observe a 

preference for the updated approach in terms of the 

standard deviation, which is 0.277, compared to the 

existing approach - 0.496. These two rows of 

comprehensive security indicators are used to build 

clustering models according to the research methodology. 

It is worth noting that reproducing the histogram of the 

distribution of the entire initial sample will reveal aspects 

of the uneven distribution, as shown in Fig. 1. 

 

Fig. 1. Histogram of the distribution of assessments  

of the comprehensive indicator of the state  

security level without filtering 

 

As seen from the histogram, the majority of 

assessments of the comprehensive indicator are located 

in the range from 1.0 to 1.25, with a minimum from 

1.25 to 5.0. Since the clustering task involves grouping 

objects and does not require normal distribution, we will 

use the indicated assessments without filtering and with 

filtering to create a model of state security level 

clustering, as shown in Table 2. 

Table 2 – Results of building a basic clustering algorithm based on assessments determined 

by existing and updated methods of comprehensive evaluation of the state security level 

№ 
Clustering 

Algorithm 

Number  

of Clusters 

Existing/  

Proposed Davies-Bouldin Index 

Cluster Centers Existing/ 

Proposed 

1 K-means 2 0.4765/0.2166 1.978; 1.124 / 1.061; 3.731 
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Based on the research results, the clustering model 

built on the basis of assessments from the updated 

comprehensive indicator of the state security level 

demonstrated superiority.  

This is evidenced by the Davies-Bouldin Index 

values, which are 0.2166 compared to 0.4765 for the 

existing model.  

However, in terms of the number of elements in 

the clusters, we obtained unbalanced subgroups. This is 

associated with the peculiarities of the input 

assessments of the comprehensive indicators. 

Let's consider the process of finding cluster centers 

using Cochran's maps with the constraints specified in 

the research methodology, as presented in Table 3. 

 
Table 3 – Results of the investigation into the process of determining cluster centers  

using Cochran's maps based on assessments from the existing method 

Investigated Parameter First Research Condition Second Research Condition 

Number of Epochs 60 80 100 300 350 100 200 

Sigma 0.95 1.8 0.95 0.95 0.95 1.85 1.75 

Learning_rate 0.95 1.7 0.95 0.95 0.95 1.95 1.75 

Optimal_width, Optimal_height 10х10 12x9 7x8 8x9 10x12 17x15 12x11 

Fluctuations 0.033 0.0097 0.019 0.011 0.0109 0.0034 0.0047 

Davies-Bouldin Index 0.4765 0.478 0.4765 0.4765 0.4786 0.4765 0.4765 

Cluster Centers 
1.978; 

1.124 

1.983; 

1.126 

1.124; 

1.978 

1.978; 

1.124 

1.126; 

1.983 

1.124; 

1.978 

1.978; 

1.124 

 

The results of building clustering models based on 

assessments of comprehensive indicators, where 

initially the search for cluster centers took place, 

followed by the construction of k-means clusters, 

showed different quality indicators. For instance, the 

Davies-Bouldin Index varies from 0.4765 to 0.4786 

with different values of hyperparameters and parameters 

of Cochran's maps and epochs. 

When increasing the number of epochs from 60 to 

80, the Davies-Bouldin Index value increases. When 

using 100 epochs, the quality indicator minimizes to 

0.4765, similar to that at 60 epochs. This is due to the 

selection of other hyperparameters and parameters of 

Cochran's maps. However, when using 300 and 350 

epochs, we observe quality indicators at the levels of 

0.4765 and 0.4786, respectively. 

According to the results of the second research 

condition, the clustering quality does not improve 

either. This indicates the achievement of optimal values 

that the specified algorithm may demonstrate on the 

investigated dataset. Let's consider the peculiarities of 

constructing Cochran's maps for searching centroids 

based on assessments from the updated comprehensive 

indicator of the state security level, as presented in 

Table 4. 

Based on the research results of the clustering 

model based on assessments from the updated 

comprehensive indicator of the state security level, we 

obtain model quality of 0.2166 for different numbers of 

epochs, specifically 60 and 80 epochs, respectively. As 

evident from the table, the cluster centers do not update, 

so investigations with a different number of epochs 

were not conducted. 

To study the sensitivity of clustering models, let's 

consider the process of building a clusterer using 

filtered assessments of the comprehensive indicator 

from 1.0 to 1.2, as shown in Fig. 2. 

The filtered investigated sample of comprehensive 

indicators had ratings ranging from 1.0 to 1.2. This 

allowed obtaining cluster centers of 1.112 and 1.009, as 

shown in Table 5. 

 
Table 4 – Results of investigating the process of 

determining cluster centers using Cochran's 

maps based on assessments from the updated 

comprehensive indicator of the state 

security level 

Investigated Parameter First Research Condition 

Number of Epochs 60 80 

Sigma 1.95 1.85 

Learning_rate 1.65 1.85 

Optimal_width,  

Optimal_height 
12х8 12х13 

Fluctuations 0.0027 0.0011 

Davies-Bouldin Index 0.2166 0.2166 

Cluster Centers 1.061; 3.731 3.731; 1.061 

 

 

Fig. 2. Histogram of the distribution of assessments of the 

comprehensive indicator of the state security level with 

filtering from 1.0 to 1.2, N=565 assessments 
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As a result of the investigation of the filtered 

sample, a quality indicator of 0.2935 was obtained, with 

414 and 151 ratings in each cluster, which is considered 

optimal for this set of assessments. It is noteworthy that 

the quality indicator value has increased compared to 

the previous study. This is due to the characteristics of 

the filtered assessments of the comprehensive indicator 

of the state security level and indicates the sensitivity of 

the method. Thus, differentiation of the investigated 

sample is possible based on the criterion of values that 

are outliers and do not carry value. 

 
Table 5 – Results of building a clustering algorithm 

based on assessments determined  

by the updated method of comprehensive 

evaluation of the state security level 

№ 
Clustering 

Algorithm 

Number of 

Clusters 

Davies-

Bouldin 

Index 

Cluster 

Centers 

1 K-means 2 0.2935 1.112; 1.009 

 

The clusters have 414 and 151 ratings of 

comprehensive indicators, indicating signs of uneven 

grouping or imbalance.  

The problem of balancing clusters was addressed 

according to the research methodology using methods 

from the imblearn library, particularly the Random 

Under Sampler. 

The use of the model allowed reducing the volume 

of the zero cluster and increasing the volume of the first 

cluster. As a result, we obtained 151 ratings in each 

cluster, with the larger cluster having ratings canceled 

out, as shown in Table 6.  
 

Table 6 – Results of building a clustering algorithm  

based on assessments determined by the  

updated method of comprehensive  

evaluation of the state security level  

using the Random Under Sampler model 

№ 
Clustering 

Algorithm 

Number 

of 

Clusters 

Davies-

Bouldin 

Index 

Cluster 

Centers 

1 K-means 2 0.289 1.112; 1.009 

 

The results of balancing the clusters showed the 

unchanged centroids of 1.112 and 1.009 and a decrease in 

the Davies-Bouldin Index, which is logical and explained 

by the decrease in the sample size, as depicted in Fig. 3. 

As seen from the histogram, the assessments of the 

first cluster range from 1.0 to 1.06, while those of the 

second cluster range from 1.06 to 1.2. This allows 

decision-making regarding the state security level.  

One limitation of the existing study is the use of 

only two clusters, where increasing their number 

requires forming a larger investigated sample.  

On the other hand, the procedure for constructing 

the proposed clustering model is universal and will find 

its place in other research directions.  

The comprehensive indicator constructed based on 

linear scaling principles is capable of normalizing 

assessments from different scales to the specified 

ranges. 

 

 
Fig. 3. Histogram of the distribution of assessments  

of the comprehensive indicator of the state 

security level (zero and first clusters) 

Conclusions 

1. Improving the comprehensive indicator of the 

state security level is achieved by adding the 

multiplication operation to the existing model, allowing 

for the consideration of the interaction of all 

components of the investigated object. The proposed 

solution demonstrates a lower value of the standard 

deviation compared to the existing approach (0.277 

versus 0.496, respectively). 

2. The task of developing an unsupervised learning 

model is addressed by using the comprehensive 

indicator, whose assessments are inputted into the k-

means clustering algorithm. This approach is further 

enhanced by various methods for finding cluster centers 

and metrics for determining distances between clusters, 

including the Pearson correlation coefficient. 

3. Experimental verification of the improved 

unsupervised learning model confirmed the 

effectiveness of the proposed solutions, as indicated by 

the Davies-Bouldin Index. The existing clustering 

model demonstrates a value of 0.4765, while the 

proposed one achieves 0.2166. 
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Впровадження моделей навчання без учителя для аналізу рівня безпеки держави 

О. І. Лактіонов, О. В. Шефер, І. С. Лактіонова, В. М. Галай, А. О. Подорожняк  

Анотація .  Мета. Підвищення ефективності попереднього аналізу рівня безпеки держави за рахунок 

впровадження моделей кластеризації. Методика. Досліджено процес створення моделей навчання без учителя та 

особливості їх використання у задачах аналізу рівня безпеки держави. Розглянуто техніки створення базової моделі k-

means та її удосконалення за рахунок використання кореляції Пірсона як метрики визначення відстані. Визначення 

центрів кластерів проводилося базовим методом й методом карт Кохрена. Оптимальним показником якості, за 

результатами кластеризації вважалася модель, яка демонструє мінімальне значення індексу Девіса-Болдіна. Результати. 

Розроблено удосконалену модель навчання без учителя за алгоритмом k-means для аналізу рівня безпеки держави. 

Модель характеризується двома кластерами, центроїди котрих визначені як 1,112; 1,009. Наукова новизна. 

Запропонована модель кластеризації рівня безпеки держави відрізняється від існуючих використанням у якості вхідних 

оцінок визначних на основі комплексного показника, котрий побудований на основі принципів взаємодії та 

емерджентності. Це дозволяє отримати переваги кластеризаційної моделі за ознакою індексу Девіса-Болдіна. Існуюча 

модель кластеризації демонструє значення 0,4765, а пропонована 0,2166. Практична значимість. Пропозиції є 

корисними як додатковий інструмент попереднього аналізу рівня безпеки держави під час повітряних тривог та 

розширюють функціонал запропонованої у попередньому дослідженні технології прогнозування. 

Ключові  слова:  модель кластеризації; лінійне масштабування; взаємодія факторів. 
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