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IMPLEMENTATION OF UNSUPERVISED LEARNING MODELS
FOR ANALYZING THE STATE'S SECURITY LEVEL

Abstract. Objective. Enhancing the effectiveness of preliminary analysis of the state's security level through the
implementation of clustering models. Methodology. The process of creating unsupervised learning models and their
peculiarities in tasks of analyzing the state's security level has been investigated. Techniques for creating the basic k-means
model and its improvement through the use of Pearson correlation as a distance metric have been considered. Determining
cluster centers was performed by both the basic method and the Cochran's maps method. The optimal quality indicator,
according to the results of clustering, was considered to be the model demonstrating the minimum value of the Davies-
Bouldin index. Results. An improved unsupervised learning model based on the k-means algorithm for analyzing the
state's security level has been developed. The model is characterized by two clusters, with centroids determined as 1.112
and 1.009. Scientific novelty. The proposed model for clustering the state's security level differs from existing ones by
using as input estimates derived from a comprehensive indicator based on the principles of interaction and emergent
properties. This allows obtaining advantages of the clustering model in terms of the Davies-Bouldin index. The existing
clustering model demonstrates a value of 0.4765, while the proposed one achieves 0.2166. Practical significance. The
proposals serve as a useful additional tool for preliminary analysis of the state's security level during air alerts and extend
the functionality of the previously researched forecasting technology.
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Introduction

The advancement of artificial intelligence
technologies, on one hand, simplifies the analysis of
large volumes of data [1, 2], while on the other hand, it
entails the development of tools aimed at ensuring the
security of state technological information [3]. This
process is oriented not only towards the development of
artificial intelligence methods but also towards
considering fundamental aspects of information security
[4, 5].

Diagnosing the state's security level is currently a
top priority, where it is necessary to ensure speed,
reliability, integrity, etc. [6, 7]. Therefore, the creation
of new tools, both software and hardware, is being
prioritized. In this process, a variety of tools are used,
including optimization methods [8]. However, existing
solutions are highly non-universal and require a series
of additional adjustments, which are associated with the
specific characteristics of the models being studied.

Therefore, there is a need to develop new and
improve existing approaches to grouping objects in
order to identify the security level of the state as a
complex system.

The aim of the research is to enhance the
efficiency of preliminary analysis of the state's security
level by implementing clustering models.

The research object is a comprehensive indicator
for solving the task of analyzing the state's security
level.

The research subject is unsupervised learning
models and methods of analyzing the state's security
level.

The research tasks:

1. Improve the comprehensive indicator - the state
security index by considering the principles of
interaction and emergent properties.

2. Create an unsupervised learning model for
analyzing the state's security level.

3. Conduct experimental
proposed approaches.

verification of the

A review of related scientific publications

Existing research is focused on creating new
clustering methods and their software implementation,
where there is no straightforward process for developing
an effective approach. Therefore, each study is verified
based on a variety of datasets from different directions,
allowing the investigation of the characteristics of each
approach.

In the scientific research by [9, 10], a technique for
improving the k-means algorithm is proposed, which
eliminates unnecessary distance calculations and
increases the speed of the algorithm's operation in a
multidimensional space. The distinctive feature of the
proposed approach is the high quality of the model,
which equals the classical clustering algorithm but is
more precise than competitors.

One of the problems of clustering is adhering to the
condition of balance of estimates within clusters.
Unbalanced initial estimates complicate the process of
creating state security level clustering algorithms.
Therefore, in the work by [11, 12], active efforts were
made to solve the problem of balancing estimates by
creating adaptive algorithms based on insufficient
samples. The idea of the algorithm [12] is as follows: the
distance between data points in each cluster and cluster
centroids is computed from two perspectives, and data are
selected based on these distances. This principle allows
achieving high performance, which was tested on 45
datasets.

Unlike the work [12], the study in [13] examines
the creation of a comprehensive model for multi-
objective optimization based on AdaBoost and K-means
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clustering. Thus, the proposed solution ensures high-
quality model performance. However, the solutions
proposed in [13] do not consider the aspects of a large
number of clusters as done in [14].

The research work [14] studies the principles of
considering a large number of clusters, particularly
based on the kernel of a high-density cluster. This
algorithm enables more precise determination of cluster
centroids.

In addition to object grouping tasks, the
development of security level prediction models using
feedback principles is also studied [15]. This principle is
interesting and worth focusing on in future research.
However, the research in [15] is limited to technical
systems and does not involve clustering of state security
levels based on large datasets for model construction.

Efficient processing of large datasets is discussed
in [16], where the creation of deep learning models
using unsupervised structures, including variational
autoencoders and Markov models, is investigated. By
dividing the system into component parts, an approach
to determining the optimal number of models using
unsupervised learning is achieved [17]. This issue was
also explored in [18], where an array of clustering
models based on artificial input estimates was
constructed.

Apart from research on the k-means algorithm,
where determining centroids is a component, studies of
Gaussian  mixture models and fuzzy clustering
algorithms are conducted [19]. Despite significant
advantages of this approach, the authors note its
drawbacks, where the final model result is sensitive to
initial conditions and the number of clusters. Proposed
improvements to the clustering algorithm are discussed
in [20], continuing the ideas from [19]. Authors suggest
using constrained k-means regularization graph models,
solving the problem of determining cluster centroids
and increasing model accuracy.

The accuracy of clustering algorithms is also
improved by utilizing kernel density estimation [21].
This approach increased solution accuracy by 66.05%
compared to analogues. However, one of the problems
in the clustering process is the existence of unbalanced
estimates. Therefore, to achieve even better
performance metrics of clustering algorithms, [22]
proposes using feature weights to regulate the influence
of unbalanced features in different clusters. However,
the question of unifying these ideas across different
datasets, particularly for studying state security issues,
remains unclear.

A solution to the problem of unifying clustering
algorithms is provided in [23], where hybrid models are
built, consisting of two stages. Firstly, initial data are
divided into smaller clusters, then merged into real
clusters. The idea of dividing data into subgroups and
then merging them into clusters is innovative and
reduces algorithm execution time.

Preprocessing of input data also affects the final
result of clustering algorithm performance. In [24], an
approach to preprocessing membership degree matrices
by filling missing values expertly is proposed. As the
results of the research in [24] showed, this technique is

effective. On the other hand, expert judgments are a
weak point as they take into account the influence of the
human factor on the final result.

To eliminate the influence of the human factor on
the final result of the model, the issue of creating semi-
supervised fuzzy clustering algorithms based on
Medoids  for relational data with  multiple
representations is discussed in [25, 26]. In fact, the work
in [26] is a continuation of the study in [23], as the
problem of increasing clustering accuracy is solved by
building hybrid models.

Another effective way to increase the accuracy of
clustering algorithms is to use self-organizing neural
network classes, such as Kohonen self-organizing maps
[27]. The effectiveness of this approach has been
experimentally confirmed. The advantage of this
approach is the selection of optimal hyperparameters.

Existing studies [9-27] offer unique techniques for
implementing each approach — this is a fact. On one
hand, new methods for creating clustering algorithms
are proposed, on the other hand, components of existing
algorithms are improved, including data preprocessing,
introduction of weight coefficients, different methods of
determining cluster centroids. However, issues
regarding determining the state's security level during
air alarms are not fully studied. Therefore, the question
of developing new proposals for clustering models of
state security levels remains open.

Research methodology

The process of developing a classifier for the
state's security level involved using the raw data from a
previous study [28], where four rows of ratings ranging
from [1, 5] were combined into a single score - the
comprehensive indicator of the state's security. The
volume of the initial sample under investigation reached
605 assessments of the state's security level. It was
crucial to study the behavior of these ratings in
conjunction with clustering algorithms, the basics of
which are outlined in [29, 30].

According to the model's lifecycle, questions
regarding the improvement of its mathematical
operations for comparative analysis were studied.
Achieving adequacy and objectivity in model
construction is essential for a comparative analysis of
the proposed and existing approaches; otherwise, the
result will not meet expectations.

The mentioned methods were used to combine
ratings into a comprehensive indicator and utilize its
assessments as input to the clustering algorithm, where
the analysis of ratings was carried out using histograms.
Before constructing the clustering algorithms, the
optimal number of clusters was determined using the
elbow method.

The research methodology involved studying the
basic k-means clustering algorithm with Euclidean
distance metric and its modifications. The Pearson
correlation coefficient was also used as a distance
metric.

Additionally, other methods of improving the
clustering algorithm were considered, including
determining cluster centers using Kohonen maps. When

86



ISSN 2522-9052

CyuacHi inpopmariiiai cuctemu. 2024. T. 8, Ne 3

choosing the optimal parameters for the Kohonen map,
two conditions were applied.

Furthermore, the described techniques for building
unsupervised learning models were combined into a
single algorithm.

In the final result, the quality of clustering was
compared using the Davies-Bouldin criterion. Special
attention was paid to the algorithm's sensitivity, where
unfiltered and filtered ratings within a certain interval
were used. In case of unbalanced clusters, Random
Under Sampler methods were used to balance ratings in
clusters.

The software implementation was carried out
using the Python programming language, with the
sklearn [31] library used to build the clusterer. The
MiniSom [32] library was used to build Kohonen maps,
and the quality of algorithms was measured using the
davies_bouldin_score metric from sklearn. Cluster
balancing was performed using the imblearn library.
The graphical interpretation of research results was
implemented using the matplotlib library.

Formal statement of the research task

Given are security ratings of countries determined
by the comprehensive indicator KSi. Construct a
clustering algorithm that will group the complex ratings
into k clusters, where the effectiveness of the model will
be assessed based on the minimum value of the Davies-
Bouldin index.

Furthermore, there is a constraint that each
complex rating should belong to only one cluster.

Experimental research

According to the life cycle of state security
research tools, the updating of the comprehensive
indicator was carried out by using operations of
summation and multiplication of the variables under
investigation.

The security index of the KS region can be
expressed by model (1):

KS = x1+ xo+ x3+ x4+ (xl' xZ‘X3'X4), (1)

where x; represents the type of unmanned aerial vehicle
or missile, xo represents the number of launched
missiles (from 1 to n), Xs represents the number of
missiles shot down (from 0 to k), xa represents the
method of launching the object.

It is worth noting that the determined assessment
of the comprehensive indicator is subjected to
normalization using the linear scaling tool in the range
[1, 5], which was extensively studied in [17]. The
assessments of the comprehensive indicator of state
security level were used to build a clustering model,
which allowed determining the level of security,
particularly high — cluster 1, low — cluster 0.

Table 1 presents the initial investigated sample of
comprehensive indicators of the state security level.

Table 1 — Initial investigated sample of comprehensive
indicators of the state security level
(existing KS and updated KS)

Ne K existing KS updated
1 1.858 1.132
2 1.030 1.001
3 1.065 1.003
605 1.168 1.01
SUM 843.34 655.45
RMSE 0.496 0.277

Based on the analysis of the initial table with
assessments of comprehensive indicators, we observe a
preference for the updated approach in terms of the
standard deviation, which is 0.277, compared to the
existing approach - 0.496. These two rows of
comprehensive security indicators are used to build
clustering models according to the research methodology.
It is worth noting that reproducing the histogram of the
distribution of the entire initial sample will reveal aspects
of the uneven distribution, as shown in Fig. 1.
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Fig. 1. Histogram of the distribution of assessments
of the comprehensive indicator of the state
security level without filtering

As seen from the histogram, the majority of
assessments of the comprehensive indicator are located
in the range from 1.0 to 1.25, with a minimum from
1.25 to 5.0. Since the clustering task involves grouping
objects and does not require normal distribution, we will
use the indicated assessments without filtering and with
filtering to create a model of state security level
clustering, as shown in Table 2.

Table 2 — Results of building a basic clustering algorithm based on assessments determined
by existing and updated methods of comprehensive evaluation of the state security level

N Clustering Number Existing/ Cluster Centers Existing/
B Algorithm of Clusters Proposed Davies-Bouldin Index Proposed
1 K-means 2 0.4765/0.2166 1.978; 1.124/1.061; 3.731
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Based on the research results, the clustering model
built on the basis of assessments from the updated
comprehensive indicator of the state security level
demonstrated superiority.

This is evidenced by the Davies-Bouldin Index
values, which are 0.2166 compared to 0.4765 for the
existing model.

However, in terms of the number of elements in
the clusters, we obtained unbalanced subgroups. This is
associated with the peculiarities of the input
assessments of the comprehensive indicators.

Let's consider the process of finding cluster centers
using Cochran's maps with the constraints specified in
the research methodology, as presented in Table 3.

Table 3 — Results of the investigation into the process of determining cluster centers
using Cochran's maps based on assessments from the existing method

Investigated Parameter First Research Condition Second Research Condition
Number of Epochs 60 80 100 300 350 100 200
Sigma 0.95 1.8 0.95 0.95 0.95 1.85 1.75
Learning_rate 0.95 1.7 0.95 0.95 0.95 1.95 1.75
Optimal_width, Optimal_height 10x10 12x9 7x8 8x9 10x12 17x15 12x11
Fluctuations 0.033 | 0.0097 | 0.019 0.011 0.0109 0.0034 0.0047
Davies-Bouldin Index 0.4765 0.478 0.4765 0.4765 0.4786 0.4765 0.4765
R

The results of building clustering models based on
assessments of comprehensive indicators, where
initially the search for cluster centers took place,
followed by the construction of k-means clusters,
showed different quality indicators. For instance, the
Davies-Bouldin Index varies from 0.4765 to 0.4786
with different values of hyperparameters and parameters
of Cochran's maps and epochs.

When increasing the number of epochs from 60 to
80, the Davies-Bouldin Index value increases. When
using 100 epochs, the quality indicator minimizes to
0.4765, similar to that at 60 epochs. This is due to the
selection of other hyperparameters and parameters of
Cochran's maps. However, when using 300 and 350
epochs, we observe quality indicators at the levels of
0.4765 and 0.4786, respectively.

According to the results of the second research
condition, the clustering quality does not improve
either. This indicates the achievement of optimal values
that the specified algorithm may demonstrate on the
investigated dataset. Let's consider the peculiarities of
constructing Cochran's maps for searching centroids
based on assessments from the updated comprehensive
indicator of the state security level, as presented in
Table 4.

Based on the research results of the clustering
model based on assessments from the updated
comprehensive indicator of the state security level, we
obtain model quality of 0.2166 for different numbers of
epochs, specifically 60 and 80 epochs, respectively. As
evident from the table, the cluster centers do not update,
so investigations with a different number of epochs
were not conducted.

To study the sensitivity of clustering models, let's
consider the process of building a clusterer using
filtered assessments of the comprehensive indicator
from 1.0 to 1.2, as shown in Fig. 2.

The filtered investigated sample of comprehensive
indicators had ratings ranging from 1.0 to 1.2. This

allowed obtaining cluster centers of 1.112 and 1.009, as
shown in Table 5.

Table 4 — Results of investigating the process of
determining cluster centers using Cochran's
maps based on assessments from the updated
comprehensive indicator of the state
security level

Investigated Parameter First Research Condition

Number of Epochs 60 80
Sigma 1.95 1.85
Learning_rate 1.65 1.85
Fluctuations 0.0027 0.0011
Davies-Bouldin Index 0.2166 0.2166
Cluster Centers 1.061; 3.731 3.731;1.061
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Fig. 2. Histogram of the distribution of assessments of the
comprehensive indicator of the state security level with
filtering from 1.0 to 1.2, N=565 assessments
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As a result of the investigation of the filtered
sample, a quality indicator of 0.2935 was obtained, with
414 and 151 ratings in each cluster, which is considered
optimal for this set of assessments. It is noteworthy that
the quality indicator value has increased compared to
the previous study. This is due to the characteristics of
the filtered assessments of the comprehensive indicator
of the state security level and indicates the sensitivity of
the method. Thus, differentiation of the investigated
sample is possible based on the criterion of values that
are outliers and do not carry value.

Table 5 — Results of building a clustering algorithm
based on assessments determined
by the updated method of comprehensive
evaluation of the state security level

N | Clustering | Number of BDc?l\Jlllgisr_w Cluster
~ | Algorithm Clusters Centers
Index
1 K-means 2 0.2935 | 1.112;1.009
The clusters have 414 and 151 ratings of

comprehensive indicators, indicating signs of uneven
grouping or imbalance.

The problem of balancing clusters was addressed
according to the research methodology using methods
from the imblearn library, particularly the Random
Under Sampler.

The use of the model allowed reducing the volume
of the zero cluster and increasing the volume of the first
cluster. As a result, we obtained 151 ratings in each
cluster, with the larger cluster having ratings canceled
out, as shown in Table 6.

Table 6 — Results of building a clustering algorithm
based on assessments determined by the
updated method of comprehensive
evaluation of the state security level
using the Random Under Sampler model

Clustering Number | Davies- Cluster
Ne Algorithm of Bouldin Centers
9 Clusters Index
1 K-means 2 0.289 1.112; 1.009

The results of balancing the clusters showed the
unchanged centroids of 1.112 and 1.009 and a decrease in
the Davies-Bouldin Index, which is logical and explained
by the decrease in the sample size, as depicted in Fig. 3.

As seen from the histogram, the assessments of the
first cluster range from 1.0 to 1.06, while those of the
second cluster range from 1.06 to 1.2. This allows
decision-making regarding the state security level.

One limitation of the existing study is the use of
only two clusters, where increasing their number
requires forming a larger investigated sample.

On the other hand, the procedure for constructing
the proposed clustering model is universal and will find
its place in other research directions.

The comprehensive indicator constructed based on
linear scaling principles is capable of normalizing
assessments from different scales to the specified
ranges.
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Fig. 3. Histogram of the distribution of assessments
of the comprehensive indicator of the state
security level (zero and first clusters)

Conclusions

1. Improving the comprehensive indicator of the
state security level is achieved by adding the
multiplication operation to the existing model, allowing
for the consideration of the interaction of all
components of the investigated object. The proposed
solution demonstrates a lower value of the standard
deviation compared to the existing approach (0.277
versus 0.496, respectively).

2. The task of developing an unsupervised learning
model is addressed by using the comprehensive
indicator, whose assessments are inputted into the k-
means clustering algorithm. This approach is further
enhanced by various methods for finding cluster centers
and metrics for determining distances between clusters,
including the Pearson correlation coefficient.

3. Experimental verification of the improved
unsupervised  learning  model  confirmed the
effectiveness of the proposed solutions, as indicated by
the Davies-Bouldin Index. The existing clustering
model demonstrates a value of 0.4765, while the
proposed one achieves 0.2166.
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BrnpoBaxxeHHs1 Moiesieii HAaBYaHHA 0e3 yuuTe s A1 aHAJII3y piBHS 0e3leKH 1epKaBU
O. L. JIaxtionos, O. B. Illedep, I. C. JlakrioHoBa, B. M. T'amaif, A. O. I[TogopoxHsx

AHoTanisi. Mera. IligBuiueHHs e(eKTUBHOCTI MNONEPEAHBOTO aHalily piBHS Oe3NeKku [epKaBd 3a paxyHOK
BIPOBA/DKEHHST Mopenel kmactepusanii. MeToauka. JlocTipkeHO Ipoliec CTBOPEHHS MOAENEH HaBYaHHA 0e3 y4duTens Ta
0COONHMBOCTI X BUKOPHCTAHHS Y 3a/lauaX aHaNi3y piBHSA O€3MeKH JepkaBH. PO3TISIHYTO TEXHIKM CTBOpEHHs 06a30Boi Mozemi k-
means Ta ii yJOCKOHAJIEHHS 3a PaxyHOK BHKOpHCTaHHS Kopesmii [TipcoHa sk METpHWKM BH3HA4YeHHS BiACTaHI. Bu3HadeHHS
LEHTPIB KIAaCTepiB NIPOBOIAMIOCS 0a30BHM MeTomoM i MeromoM kapT KoxpeHa. OnTuManbHEM ITOKa3HUKOM SIKOCTI, 3a
pe3ynbTaTaMy KiiacTepu3allii BBaykaaacsi MOJIelb, sika IEMOHCTPY€e MiHiManbHe 3HaYeHHs inaekcy [lesica-bonnina. PesyabraTn.
Po3pobrieHo ynockoHajIeHy Mojelb HaBuaHHS 0Oe3 y4uTenls 3a alropuTMoM k-means Juisi aHaii3y piBHS Oe3MeKH JepiKaBu.
Mopnenb xapakTepu3yeTbCs JBOMa KiacTepamiu, LEHTpoigu KoTpux Bu3HadeHi sk 1,112; 1,009. HaykoBa HoBH3HA.
3anporoHOBaHa MOJIENb KiIacTepH3allil piBHs O€3MeKH AepiKaBH BiIPI3HIETHCS Bil iCHYIOUMX BUKOPHCTAHHIM Yy SIKOCTI BXiJHUX
OLIHOK BHM3HAYHMX HAa OCHOBI KOMIUIEKCHOTO MOKa3HWKAa, KOTpHil MOOy[OBaHWN Ha OCHOBI INIPHHIMIIB B3aeMOJil Ta
emeppkeHTHOCTI. Lle 103BoMse oTpHUMaTH mepeBaru KiacTepu3amiifHol Mojeni 3a o3Hakolo iHjekcy [lesica-bommina. Icayroua
MOJIeNb KJIacTepu3amii nemoHcTpye 3HadeHHs (0,4765, a mpomonoBana 0,2166. IlpakTuyna 3HauuMmicTh. [Ipomosmmii €
KOPHCHUMH SK IOJATKOBHH IHCTPYMEHT MOIEPENHLOTO aHaNi3y piBHA Oe3NeKH Jep)kaBH Mif 4Yac IMOBITPSHUX TPUBOT Ta
PO3LINPIOIOTH (PYHKIIOHAT 3aIPOIIOHOBAHOI Y MOMEPEIHEOMY JOCIIIXKEHHI TEXHOJIOTIT IPOrHO3yBaHHS.

KawuoBi caoBa: Mozmens kiactepusallii; iHiliHe MacmITaOyBaHHS; B3a€EMOJIsT (PaKTOPIB.
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