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DECOMPOSITION OF INTEGRATED HIGH-DENSITY loT DATA FLOW

Abstract. Topicality. The concept of fog computing made it possible to transfer part of the data processing and storage
tasks from the cloud to fog nodes to reduce latency. But in batch processing of integrated data streams from IoT sensors, it is
sometimes necessary to distribute the tasks of the batch between the fog and cloud layers. For this, it is necessary to
decompose the formed package. But the existing methods of decomposition do not meet the requirements for efficiency in
high-density 10T systems. The subject of study in the article are methods of decomposition of integrated data streams. The
purpose of the article is to develop a method of decomposition of an integrated data stream in a dense high-density Internet
of Things fog environment. This will reduce the processing time of operational transactions. The following results were
obtained. The concept of decomposition of integrated information flows in the foggy layer was implemented to transition
from the batch mode to the flow mode of task processing. Within the framework of the concept, a method of selecting
elementary task flows from an integrated flow is proposed. An algorithm for decomposition of the integrated flow of tasks is
proposed. Conclusion. A comparison of the proposed method of processing information flows in the foggy environment of
high-density 10T with the existing approach is carried out. The results of the comparison showed that the proposed method
is more suitable for deployment in conditions of limited network and computing resources. It is advisable to use it on nodes
of fog computing systems with a high density of 10T sensors.
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Introduction

The Internet of Things (IoT) demonstrates the rapid
growth of technologies. The number of devices
connected to the Internet is constantly growing [1]. The
world market of the Internet of Things is constantly
increasing [2]. The Internet of Things is used in many
industries. There are examples of use in construction [3],
industry [4, 5], state monitoring of complex systems [6],
health care [7], etc.

The Internet of Things is based on cloud computing
technology [8]. In recent years, difficulties have arisen as
a result of the following factors [9]: the presence of the
geographic distribution of 10T components; increase in
network delays; high cost of communication channels;
availability of mobile end devices.

Most of these difficulties were solved by
introducing a layer of fuzzy computing [10]. Fog
computing has brought data processing closer to the end
devices of loT networks. The concept of fog computing
made it possible to transfer part of the data processing
and storage tasks from the cloud to fog nodes to reduce
latency [11]. But during batch processing of integrated
data streams from loT sensors, it is sometimes necessary
to distribute the tasks of the batch between the fog and
cloud layers [12].

When implementing batch processing, all input data
must be pre-collected before starting the computing
process. The most popular concept for forming an
integrated data flow of High-density 10T is MapReduce.
One of the most popular solutions to support the concept
of MapReduce is Hadoop. Hadoop is a software platform
for applications that provide reliable and fault-tolerant
processing of big data, up to thousands of nodes. But the
overheads associated with the decomposition of the
integrated flow do not allow to ensure the operational
processing of data in the foggy layer of High-density l0T.

Literature review. Let's consider some scientific
works on this topic that can be applied to the
decomposition of an integrated data stream.

In the article [13], decomposition is possible only
for homogeneous flows. In articles [14, 15], the proposed
decomposition method can be applied only in the cloud
layer. The decomposition method proposed in article [16]
is focused only on simple topologies. The decomposition
algorithm proposed in the article [17] does not take into
account the heterogeneity of the environment. Similar
problems arise when applying the algorithm given in the
article [18]. The algorithm given in the article [19] is not
oriented to the real-time mode. The methods proposed in
articles [20, 21] do not take into account the limited
resources of the fog layer. Articles [22, 23] do not take
into account the costs associated with data transmission.

Algorithms for decomposition of Internet of Things
flows are proposed in articles [24, 25]. But it is used only
in a homogeneous environment. The algorithms
proposed in articles [26, 27] are focused only on
structures similar to the structures of the cloud
environment. The algorithm based on deep learning
proposed in article [28] is effective only for a
homogeneous environment, as is the algorithm used in
article [29]. A decomposition strategy based on deep
learning with the pooling of resource capabilities is
proposed in the article [30]. But it cannot be implemented
on a fog layer with limited device capabilities.

Therefore, the considered scientific works in the
decomposition of the integrated data flow do not
sufficiently take into account the characteristic features
of the foggy environment of the high-density Internet of
Things. Therefore, it is advisable to develop an
appropriate method.

The purpose of the study. The purpose of the work
is to develop a method of decomposition of an integrated
data stream in a foggy environment of the high density
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I0T. This will reduce the processing time of operational
transactions.

1. Concept of decomposition of integrated
information flow

Consider the Integrated Task Flow (ITF) of the
High-density 10T fog environment. ITFs are formed for
data processing in batch mode. ITF consists of many
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highly interconnected computational tasks [31]. We will
decompose the ITF into Elementary Task Flow (ETF).
Each ETF is a separate computing service. ETF can be
transferred to another computing node. An individual
ETF can be stopped independently of other ETFs.
Communication between ETFs is provided using an
event-oriented approach [32, 33]. This allows you to
perform ITF in data streaming mode (Fig. 1).
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Fig. 1. Transition from batch job processing to stream processing

The proposed approach provides the following
advantages:

— provides the ability to organize tasks in the data
streaming mode;

— separates a strongly connected computing process
in time and space; makes it possible to switch to the
asynchronous communication model;

— provides an opportunity to independently develop,
update, deploy and launch ETFs from the common task
flow;

— provides the possibility of transparent integration
of data flows coming from IoT devices;

— provides the possibility of deploying the flow of
ETF tasks on nodes located at different levels of the fog
computing system hierarchy; ETFs, which must provide
low latency, can be deployed in fog nodes that are close
to loT devices; task streams that require long processing
can be transferred to the cloud;

— provides the ability to move the ETF from one
computing node to another without redistributing the
computing load; at the same time, intermediate data is not
lost and previous data does not need to be reprocessed.

The key steps in redistributing ITF to a set of ETFs
are as follows:

— division of the integrated flow of tasks into sub-
flows of tasks; each subthread contains part of the
computational tasks of the basic task thread;

— formation of special peaks of consumers and
message generators; message generators provide

communication between elementary task flows and the
data flow processing platform;

— creation of repositories in the data flow processing
platform, which are responsible for organizing the
reception and transmission of messages generated by
elementary task flows;

—generation and orchestration of containers;
containers provide encapsulation and the possibility of
independent deployment of elementary task flows in the
form of services.

2. Selection of Elementary Task Flows

ITF can be represented as a directed acyclic graph:
W=(V, E), @

where W is integrated task flow; V is the set of vertices
that constitute computational tasks (n is the total number
of vertices); E is a set of edges connecting vertices that
constitute data dependencies between tasks.

Each vertex vi € V can have input and/or output
edges.

The output degree deg*(v:) of a vertex vi in W is
defined as the number of edges emanating from vi. The
input degree degv:) of a vertex v; in W is defined as the
number of edges directed to v: from other vertices. The
edge (vi, vj) € E is a data dependence from v; to v;.

An example of decomposition of the integrated flow
of tasks W into 2 subflows of tasks S; and S is shown in
Fig. 2.
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Fig. 2. An example of a task flow W (a, n =5),
b — dividing W into two task subflows S1 and S2
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Consider the process of forming task subflows:

W=(S1, ... Sk), Si= (Vi Ep), )
where V; is set of vertices included in a task subflow S;,
Ej is the set of edges between vertices included in V;; the

set of vertices V is divided by subflows of work into a set
of disjoint subsets:

1) Vielk=(V; eV;E €E);

2) VVEV:(Hieﬂ|VeVi);

3) E={(vk.Wi)€Ev.v eVi};
4) vij=(izi=(VnVv;=92))

Let's define the classes of edges and vertices
associated with the task subflow S;:

EIi:{(Vk,VI)e E|vkeSi;v|esi}; 3)

Eoi:{(Vk’v|)€E|Vk€Si;V|%Si}; (4)
Vi €Si| (v ) € EL;; .

VI; :{Vl e{v| deg_(v)zo}} (5)
VkeSi'(Vk’Vl)e EG;;

Vo :{vk e{v| deg+(v):o}}- (6)

Let's mark:
cv; is consumer vertex;

pv; is producer vertex;
ECVi ={(cvi,v):v e VI},
EPV; ={(v,cp;) : v € VO;}.
Then the elementary task flow ETF; from the task
subflow S; is defined as
ETF; = (TV;,TE;), @)

where TV; =V; U {cv;, pvi}; TE; =E; U ECV; U EPV;.
The following data flow storages are required for
the model to function:
DSy is responsible for the data that is needed to
initialize the computational process in the task flow

— DS; is responsible for data from ETFi , and their
transfer to other tasks;
— DS gyt is responsible for the resulting data.

In Fig. 3 shows the application of the elementary
task flow model. The ETF1 block represents an
elementary task flow. It includes the decision system
vertex cv, the respondent vertex pv, computational tasks
V..

ETF1

(1,2) H (1, 3),

(1,5)

Fig. 3. The result of applying the elementary task flow model

The ETF1 block, after completing its tasks,
transfers the data to the DS1 storage for further
processing. The ETF2 block is an analogue of the ETF1
block, but with its computational tasks V..

The arrows show the movement of data from the
decision-making system to the execution of the direct
computational process.

3. Algorithm of decomposition of IDF

Consider an algorithm that provides decomposition
of an integrated data stream. The following key steps can
be identified in the algorithm:

1. Initialization of the matrix Z = Zn.n to describe
the integrated data flow W with n vertices.

2. Mapping in matrix .2 of internal and external
edges for task subflows Sx € S.

3. Formation of the matrix Mx to describe ETFx .

4. For each subflow of tasks Sx € S, we will
perform the following actions:

— initialization of matrix Mx;

—the mapping of the set of internal edges Ex into the
matrix Mx;

— formation of the set of edges cvx and their
mapping into the matrix Mx;

— formation of the set of edges pvx and their
mapping into the matrix Mx.

We detail the steps of the algorithm. Let the ITF
W= (V,E) be divided into k subflows of tasks
S=(81, ..., Sk). Let's define the matrix Z = Znxn:

21 Zin
Z= ®)
Zn,l Zn,n
The basis of the proposed approach is the

modification of the graph representation mechanism
using the adjacency matrix. The matrix Z will represent
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the following information: presence of edges between
vertices; to which subflow each vertex belongs.

The initialization of this matrix in the first step is
implemented as follows:

1, (i= j)/\((vi,vj)e E);
Zi,j: 0, (i#j)/\((vi,Vj)ﬁE); (9)
X, (i = j)/\(vi eVX),
where i, j € 1..n isindices of matrix Z elements; x € 1..k
is ingexc popmyemoro mianoToky Sx = (Vx, Ex).
In Fig. 4 shows an example of the initialization of

the matrix Z for an example of a task flow W from two
subflows.

ﬁ
-

3 (4. 5
~ S2

Fig. 4. An example of matrix initialization Z

In the second step of the algorithm, internal and
external edges are determined for each subflow in Z:

Zi,i' (i;tj)/\(ziJ- :1)/\(Zi,izzj,j);
Zi,j =4-1 (iij)/\(zi’j :1)/\(2”7&2]’]‘); (10)
zjj, else.

Consider the case when the values of z;; and z;; for
the edge represented by z:; are the same. This means that
vertices v; and v; are in the same subflow. Then the value
of zi; is set equal to the index value of the corresponding
subflow. This value is stored in the corresponding
diagonal elements of the matrix Z.

In the second case, the values of the corresponding
diagonal elements z:; and z;; differ. They characterize
the vertices v; and v; differently, that is, the vertices are
in different subflows. Therefore, (vi, v)) is an external
edge. In this case, the value of the edge z:; is set equal to

"—1". In Fig. 5 shows an example of applying step 2. The
result of this step is the formed matrix Z.

1 2 3 4 5 1 1
111 ]1]0]~
2101 ]0]|-1(|0
1
“3|o|o|1]o0]-1 1
<}:“> v
4|ojofo|2]2
5|0|0]0]|0(|2 ° 2
- s2

Fig. 5. Inner and outer edges of subflows

s ]
(1,2) (1,3) :
111|101 M1
2 1/0[1]0 ‘" 2 3 4 5
(1, 5)

In the next step of the algorithm, the matrices Mx
are initialized. They represent elementary ETFx task
threads based on Sx subthreads. We define Mx as the
matrix used to determine ETFx based on Sx and vertices
cvx and pvx. To index the rows and columns of the
elements in the Mx matrices, we will use the variables a
and b, respectively (Fig. 6).

: b M2
ﬂ1ﬂuio'u'0‘ :fi‘l1 2 3 4
2lol1|1|1]o0 1(2:)0|0|o0

a43(o|0|2 00 2(0|4 1|0
4/ololola 0| *Talolo s o
5ooo|o|1 s{ofolol2]

Fig. 6. Initialization of matrices M1 and M2

The dimensionality r» of the matrix Mx is
determined by the number of rows in the matrix Z, in
which the values on the diagonal are equal to x:

Iy :dim{ael,_n| Zaa :x}. (11)

To represent the vertexs cvx and pvy, it is necessary

to add 2 rows and 2 columns to the matrix Mx as follows:

MXq 1 MX|, re+2

Mx = (12)

mmely1 1 erX +2,1y+2

The node representation cvx will be placed at
position mxy,1 and pvx at position Mxr+2, ~+2. The diagonal
values in the Mx of both these nodes are set equal to x.
The rest of the diagonal values store the indices i of the
task flow vertices W, which have a value equal to x. Let's
save the values of indices i of all vertices from Sx in Dx:

D, ={z=x Vieln|. (13)
The values of d € D will be used to fill the diagonal
values for the matrix Mx:

d —1
mx :{ a-1
aa X,

where x € 1..k is subflow index Sx; a € 1..r« + 2 is the
row index in the matrix Mx.

After the initialization of the matrices Mx for each
subflow Sx, the representation of all internal edges of the

l<a<r +2

(a=l)v(a=r+2), 4
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subflows Ex is implemented in them. In order to transfer
the internal edges of Ex from Z to Mx, the following
formula is used:

1 z ;
nx = mX, oM
b
a 0, else;

meayb e Mx:(a,b eﬁ+1)/\(a #b).

(15)

In this case, the adjacent vertex information stored
in the diagonal positions of Mx is used as a reference,
where a is the row index in Mx and b is the column index
in Mx. In Fig. 7 shows an example transfer the inner edge
(v1, v2) from E1 to M1. We also see the results of the
representation of internal edges of task subflows from
sets E1 and E2 in M1 and M2, respectively.

M1 \ M2
" hl b
1 2 3 4 5
- I
1|(1)]ofo|ofo 1 2 3 4
2o (Al 0 ofo]o
4«3|0]o0 0|o0 4110
4lololola]o 0|50
s|oflo|ofo]1 olo2
[

Fig. 7. The results of applying the formula (15)

After presenting all internal edges from Ex to Mx,
output edges are determined. There are 2 types of vertices
in Mx that must receive input edges from cvx: is the
initial vertex W, which has no incoming edges; vertices
that receive input edges from vertices in other subflows.

Let's calculate the values of the positions in the first
row Mx for the outgoing edges from the vertex cvx:

mx, = (melvb e Mx:be2,r, +1) =

((Vi GL_“)A(i #MXy )‘ Fimey = Oj/\ (16)

/\((Hi el.n): Zime, = —1);

else.

11

01

In Fig. 8 shows an example of determining the
presence of an edge that should be represented in position
mlioin M1.

b
: M1 M2
12w —)% b
i1 2 3 4 5
o = —
Sl 000 1 2 3 4
® ______ -m21,3
3 -ba-fopA\| 1 [ 1|0 112 1|20
. m2p, b
a43|o|0l2|0]/0 20410
— a
4lofofo|3]o 3 (oo |Atfofmss
500|001 4(ofofof2
M1,=1! M2, 5=1!

Fig. 8. An example of a connection cv

The second case for the value "1" defines edges
from cv. to those vertices that have input edges from
other subflows. Similarly, the value mxpp is used to
obtain the index of the column searched in the Z matrix.

The presence of at least one element with the value
"1" in the corresponding column means that this vertex
receives data from an external subthread. This vertex
must receive an input edge from cvx to Mx. In Fig. 8
shows an example of the application of this case to
determine the presence of an edge, which should be
represented in the position m2; 3 in M2.

The final step of the redistribution algorithm is to
determine the edges to be completed at the generator
vertex pvx for each subflow matrix Mx.

There are 2 types of vertices in Sx, which must be
connected by edges to pvx: a vertex that has no outgoing
edges in Ex; vertices whose output edges go to vertices
located in other elementary subflows.

The values of the positions in the column (rx + 2) of
the Mx are as follows:

mXa’,XJr2 :(mea’rX+2 eMx:ae2,r,+1)=
vbe2,r, +1)A(azb):mx :0)/\
( «+1)a(azb)mx -
= /\((Hj Gl,n)ZZmXayj :_1);
0, else

The first case for the value "1" defines those
vertices that do not have outgoing edges from the very
beginning. Such vertices are connected by edges with
pvx. In Fig. 9 shows an example of the application of this
case to determine the presence of an edge, which should
be represented in the position m2;4 in M2.

b
M1 M2
r —— b
1 2 3 4 5
- ———
1|11[(1]0|0]o0 12 3 4
2lofl1]|1]1]0 1 21111710
[URETRE ST atl EEPLEE REE B 2 |0 4 1 -
: 3|00 0 :
ﬁ_\ O/N (@) |
m1 ¥y 4 | 0 ‘o|lio |30 3/0|0|5]1 5
salololol2l|
- “5 o|of0o|0]|1 :
M1s5=1 : 'M2;,54=0:

Fig. 9. An example of a connection pv

The second case for the value "1" defines the edges
in pvx from those vertices that originally had outgoing
edges in the vertices of other subflows. The value mxaq
is used to obtain the index of the row by which elements
in the matrix are searched.

The presence of at least one element with the value
"1" in the row with the index mxa, in the matrix Z means
that this vertex transmits data to the external subflow. In
this case, this vertex must be connected by an outgoing
edge from pvx to Mx.

In Fig. 9 shows an example of the application of this
case to determine the presence of an edge, which should
be represented in the position m1ss in M1.
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Therefore, the integrated task flow W is divided into
elementary task flows MIF 1 and MIF 2. In Fig. 10 shows
the final states of matrices M1 and M2 representing these
elementary task flows.

M1 b

r 2!
1 2 3 4 5

2 (o1 ]1]1]1
a4300201—> @
4alofofo|a|H1
(5 |0]o oo @
M2 b MIFZ
1 2 3 4
12110 .
2(o0l4|1]|0}— ° e
a Ss2
3lofo]|5]1
40002 @

. MIF1 |

Fig. 10. Final matrices M1 and M2
of elementary task flows MIF 1 and MIF 2

4. Discussion of results

A comparison of the proposed method of processing
information flows in a foggy high-density loT
environment with the existing approach was carried out.
The criterion is the average reaction time to an event,
information about which can be obtained from the data
stream in real time. For comparison, a high-density loT
sensor simulator was generated. The results of the
comparison are given in Table 1.

Table 1 — Comparison of methods by response time
to critical messages

Tr:qT:' N x 102 NO At, mlcrosecY
loT
1 1 2 4,3 6,5
5 6 7 7,9 9,7
10 11 14 9,6 11,8
30 36 51 10,6 13,9
60 58 98 11,2 14,9
High-density loT
1 50 28 9,6 14,3
5 289 121 51,2 21,3
10 584 237 112,7 255
30 1766 722 287,5 32,2
60 2984 1325 522,9 48,7

In the first line of the table, the simulation time is
indicated.

In the Table 1, the following designations are
accepted:

N is the number of messages received by the fog
layer from loT sensors;

NO — the number of events associated with a change
in the state of 10T sensors;

t is the average reaction time of the system to the
event of a sensor state change;

A is standard method;

Y is the proposed method.

The results obtained in this experiment allow us to
draw the following conclusions.

When processing High-density 10T data using
elementary task flows, the average response time was
significantly lower than the response time provided by
the integrated task flow. This is achieved by streaming
results as soon as they become available. The integrated
thread waits for the data preparation phase to complete
before processing it. But for ordinary 10T, streaming
processing does not have a significant advantage. In
addition, the time to obtain results increases because
decomposition must be performed.

The average event response time when processing
in streaming mode does not depend on the total execution
period of the batch.

When implementing data processing in batch mode,
the average response time increases as the size of the
input data increases.

Conclusions

The article considers an approach to reducing the
response time for high-density 10T operational tasks. To
do this, it is proposed to process tasks in the flow mode
of task processing. The concept of decomposition of
integrated information flows in the foggy layer has been
implemented to move from the batch mode to the flow
mode of task processing. As part of the concept, a method
of selecting elementary task flows from an integrated
flow is proposed. An algorithm for decomposition of the
integrated flow of tasks is proposed.

A comparison of the proposed method of processing
information flows in the foggy environment of high-
density 10T with the existing approach is carried out. The
results of the comparison showed that the proposed
method is more suitable for deployment in conditions of
limited network and computing resources. It is advisable
to use it on nodes of fog computing systems with a high
density of 10T sensors. Then you can achieve a reaction
to operational events in a mode close to real time:
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Jexommo3uisi inTerpoBanoro noroxky ganux loT Beankoi mijibHoOCTI
I'. A. Kyuyk, €. I. Kaninin, H. B. JJouenko, 1. B. Uymauenko, FO. B. [TaxomoB

AHoTaunisi. AKryaabHicTb. KoHIeNis TyMaHHUX OOYHCIIEHb J03BOJIIIA TIEPEHECTH YaCTHHY 3aBIaHb MO 0OpoOmi i
30epiraHHIoO JaHKUX 3 XMapH Ha TYMaHHi BY3JIM JUIs 3HIDKEHHS 3aTPUMKH. AJie ITPU NaKkeTHii 00poO1li iHTerpoBaHUX MOTOKIB aHHUX
Bij ceHcopiB |0T iHOAI HEOOXiHO TPOBOIUTH PO3IOALT 3aBaHb MAKeTy MXK TYMaHHHUM i XMapHUM MIapamu. J[jist 11boro HeoOXiaHO
NPOBECTH JCKOMITO3HUINI0 C(HOPMOBAHOTO TMakeTy. AJie iCHYIOYi METOAM JCKOMITO3WIli HE BiIMOBIJalOTH BHMOTAM 10
OINEpaTUBHOCTI y cucTteMax [HTepHeTy pedeil Benmukol miinbHOCTI. [IpeaMeToM BHBYEHHSI B CTATTi € METOAHM JEKOMITO3MILIT
IHTerpoBaHMX MOTOKIB AaHHX. MeTOI0 CTATTi € po3poOKa METOLy AEKOMIIO3HII] iHTErpOBAHOTO MOTOKY AaHUX Y TYMaHHOMY
cepenoBumli [HTepHeTY pedei Benukoi mitbHOCTI. Lle 103BOIHTH 3MEHIIUTH Yac 0OpoOKH OMepaTHBHHUX TpaH3akIiid. OTpuMaHO
HACTYNHI pe3yabTaTu. J[is mepexo/y BiZl MAKETHOTO PEKUMY IMOTOKOBOTO PeKMMY 0OPOOKH 3aB/laHb peali3oBaHO KOHIIEIIIIIO
JIEKOMIIO3HUIIIT iIHTerpOBaHMX iHPOPMALIITHAX IOTOKIB Y TYMaHHOMY IIapi. B paMkax KOHIEMIIiT 3aIIpOIIOHOBAHO METO/T BHIIICHHS
CJIEMEHTAPHMX IOTOKIB 3aBJaHb i3 IHTErPOBAHOrO MOTOKY. 3alpONOHOBAHO AITOPUTM JIEKOMIIO3HMIIii IHTErPOBAHOTO MOTOKY
3aBnaHb. BucHoBOK. I[IpoBeieHO MOPIBHSHHS 3aMpPONOHOBAHOIO METOLY OOpoOKM iH(GOpMALiffHUX MOTOKIB Yy TyMaHHOMY
cepenoBunli [oT Benukoi HITBHOCTI i3 ICHYIOYMM MHinxoqoM. Pe3ynbTaTé MOpIiBHSHHS MOKAa3alld, IO 3alPOIIOHOBAHUN METOL
Ginblue MiAXOAMTH [N POSTOPTAHHSA B YMOBAX OOMEKEHHX MEPEKHHX Ta OOUHCIIOBAIBHEX pecypcis. Moro momimsHO
BHKOPUCTOBYBATH Ha By3j1aX TYMaHHHX OOYMCIIIOBAIBHUX CHCTEM IPU BENHUKIii minbHOCTI natuukis [oT.

KawuoBi caoBa: Iutepuer peueil; [oT Benamkoi wiibHOCTI; KOMI'IOTepHA CHCTEMa; TyMaHHHUH LIap; XMapHHUH miap;
oTOKOBa 00po0Ka; makeTHa oOpobKa.
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