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THE METHOD OF SELF-ORGANIZATION OF INFORMATION NETWORKS
IN THE CONDITIONS OF THE COMPLEX INFLUENCE
OF DESTABILIZING FACTORS

Abstract. The experience of modern military conflicts of the past decades and the experience of the Russian-Ukrainian
war, requires a fundamental revision of approaches regarding the order of organizing the interaction of information networks
and their individual components. Traditional approaches to organization require significant time to organize the interaction
of information network elements and also depend significantly on the experience and personal qualities of administrators
who operate them. That is why, in this research, the authors proposed a method of organizing information networks under
the influence of destabilizing factors. The method of self-organization of information networks consists of the following
sequence of actions: input of initial data, display of individuals of the combined flock on the search area, numbering of
individuals in the flock of the combined algorithm; determination of the initial speed of individuals of the flock of the
combined algorithm; preliminary assessment of the search (feeding) area by individuals of the combined flock; classification
of food sources for agents of a combined flock; procedure for optimizing a flock of hawk agents; implementation of the coot
herd optimization algorithm; combining individual optimization algorithms into a mixed one; checking the presence of
predator agents of the combined flock; escape and fight with predators of combined pack agents; checking the stop criterion;
training of knowledge bases of combined swarm agents, determination of the amount of necessary computing resources,
intelligent decision making support system. The work of the specified method was modeled on the example of the self-
organization of the information network of the operational group of troops (forces). The specified example showed an
increase in the efficiency of data processing at the level of 12-17% due to the use of additional improved procedures of adding
correction factors for uncertainty and noise of data, selection of combined swarm agents, crossing of different types of swarm
optimization approaches, as well as training of combined swarm agents.

Keywords: information networks; bio-inspired algorithms; self-organization; fuzzy cognitive maps; uncertainty.

Introduction

Optimization is a complex process of identifying
multiple solutions for a variety of functions. Many
calculation tasks today belong precisely to optimization
tasks [1-10]. While solving optimization tasks, decision
variables are defined in such a way that information
networks work at their best point (mode) according to the
optimization criterion.

The problems of optimization of information
networks are discontinuous, undifferentiated and also
multimodal.

Thus, it is impractical to use classical gradient
deterministic algorithms [8—18] to solve the tasks of self-
organization of information networks.

To overcome the shortcomings of classical
optimization algorithms for solving problems of self-
organization of information networks, a significant
number of stochastic optimization algorithms, known as
metaheuristic algorithms, were created [15-25].

Swarm intelligence algorithms (swarm algorithms)
are one of the types of algorithms for stochastic
optimization of information networks. Swarm intelligence
algorithms are based on swarm movement and simulate
interactions between the swarm and its environment to
improve knowledge of the environment, such as new food
sources. The most famous swarm algorithms are the
particle swarm optimization algorithm, the artificial bee
colony algorithm, the ant colony optimization algorithm,
the wolf flock optimization algorithm and the sparrow
flock algorithm [24—34].

Unfortunately, most of the basic metaheuristic
algorithms mentioned above are not able to balance
exploration and use, which leads to unsatisfactory
performance for real tasks of self-organization of
information networks [35-48].

This motivates the implementation of various
strategies to improve the speed, convergence and accuracy
of metaheuristic algorithms. One of the options for
increasing the efficiency of decision-making using
metaheuristic algorithms is their combination, that is, adding
the basic procedures of one algorithm to another [47-60].

Considering the above, the actual scientific task is
the development of the self-organization method of
information networks under the complex influence of
destabilizing factors with the use of artificial intelligence,
which would allow you to increase the efficiency of the
decisions made regarding the management of self-
organization parameters of information networks with a
given reliability [61-73].

The analysis of works [1-81] showed that the
common shortcomings of the above-mentioned
researches are:

—the absence of the possibility of forming a
hierarchical system of indicators regarding the self-
organization process of information networks;

—the failure to take into account the computing
resources of the system that perform process self-
organization analysis of information networks;

—the lack of mechanisms for adjusting the system
of indicators during process self-organization evaluation
of information networks;
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— the lack of consideration of the type of uncertainty
and noise of data about the self-organization process of
information networks, which creates corresponding
errors in assessing their real state;

—the lack of deep learning mechanisms of the
knowledge bases characterizing the self-organization
process of information networks;

— high computational complexity while calculating
the self-organization process of information networks;

—the lack of consideration of computational
(hardware) resources available in the system that
evaluates the self-organization process of information
networks;

— the absence of the possibility of determining the
priority of the search for a solution, in a certain direction,
regarding the state of the self-organization process of
information networks.

The purpose of the research is the method self-
organization development of information networks in
conditions of complex influence of destabilizing factors.
This will increase the efficiency of process self-
organization evaluation of information networks with a
given reliability and making subsequent management
decisions.

This will make it possible to develop software for
intelligent decision making support systems that analyze
the state of complex dynamic objects.

The problem, which is solved in the research, is to
increase the efficiency of decision making in tasks of
managing the process of self-organization of information

networks while ensuring the given reliability regardless
of the hierarchy of information networks. The objects of
research are information networks.

The subject of the research is the decision making
process in the tasks of self-organization of information
networks using an improved algorithm of a flock of
hawks, a soft search procedure using a flock of coots, an
improved genetic algorithm and evolving artificial neural
networks.

Research hypothesis is a possibility of increasing
the efficiency of self-organization of information
networks with a given assessment reliability.

MathCad 14 software (USA) was used to simulate
the work process of the method of self-organization of
information networks. The hardware of the research
process is AMD Ryzen 5.

The research is based on a combined onethe
algorithm of a flock of hawks and a flock of coots - for
finding a solution to the state of complex dynamic
objects. To train the individuals of the combined
algorithm, evolving artificial neural networks are used
and to select the best individuals in the combined bio-
inspired algorithm, an advanced genetic algorithm is
used.

Presentation of the main research material

In order to detail the process of self-organization of
information networks, we will determine the parameters
by which self-organization is carried out according to the
levels of interaction of open systems (Table 1).

Table 1 — Approximate relationship between parameters and control variables by levels of the OSI model

OSlI layer Management objects Main optimization parameters Controlling influence of the node
A channel within the limits | Bandwidth, channel transmission time, | Power (direction) of transmission, type of
Physical | of connectivity with battery power consumption, modulation, type of correction code,
neighboring nodes transmission power, etc parameters, etc
Channels within Bandwidth and transmission time in the | Channel level exchange algorithms:
Channel | connectivity with channel, battery energy consumption, deterministic, random, hybrid; sizes of
neighboring nodes amount of service information, etc packets and receipts
The amount of service information, route| Network level exchange algorithms: table,
One or more parameters (time of construction and probe, hybrid, wave asymmetric,
Network - - : - - )
transmission routes existence, quantity, throughput, delivery | hierarchical, etc. Topology control
time, battery energy consumption, etc.). |algorithms
Information direction Bandwidth, time and variation of its Queue management algorithms. Overload
Transport o S : A ’
of communication transmission in direction window size, timeout time, etc
Node, neighbor nodes, Bandwidth, transmission time and time | Algorithms (protocols) of application-level
Applied | network zone, variation, battery energy consumption, |information exchange, coordination and
entire network transmission security intellectualization by OSI levels

As can be seen from Table 1, the self-organization
term of information networks mainly includes parameters 1-
4 levels of interaction of open systems. So, in the research,
we will consider the specified levels of interaction of open
systems and the main parameters used in them.

The combined algorithm consists of three main
actions  (procedures): research, exploitation and
transitional processes from research to exploitation.

The method of self-organization of information
networks in conditions of destabilizing factors consists of
the following sequence of actions:

Step 1. Input of initial data. At this stage, the initial
data available on the self-organizing information network
are entered.

Step 2. Exposure of individuals of the combined
flock on the search plane.

All the listed individuals, namely hawks and coots,
form a population of the combined algorithm, which can
be modeled from a mathematical point of view using a
matrix according to equation. The presentation of
individuals of the combined algorithm is carried out
taking into account the uncertainty regarding the self-
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organizing information network and the initialization of
the basic model of its state [2, 19, 21]:

X1
X =| X =
) XN Jnsm . (1)
X11%41 X,d X4,d Xt,m X 4,m
| %1%ty Xi,d %4,d Xim >4 o
| XN1X0y XN,d XINd XNm XN

The main position of the flock of the combined
algorithm is initialized at the beginning of the algorithm
execution using equation (2):

Xi,d = Ibd + r~(ubd _Ibd ), (2)

Here X is the population matrix of individuals of the
combined algorithm, X; is the i-th member of

individuals of the combined algorithm (solution
candidate), x; 4 is the d-th dimension in the search space

(decision variable), N is the number of individuals of the
combined algorithm, m is the number of decision
variables, r is a random number in the interval [0,1], Iby

and uby are the lower and upper bounds of the d decision

variables, respectively.

Since the position of each individual of the
combined algorithm in the solution space of the problem
represents a solution to the problem, the value of the
objective function can be estimated accordingly for each
individual of the combined algorithm. Accordingly, the
set of estimated values for the objective function can be
written according to equation (3):

P F(X1)
F=| K =| F(Xi) ©)
FN Nx1 _F(XN)_le

where F is the vector of the estimated objective function,
F; is the estimated objective function based on the i-th

member of the combined algorithm flock.

The estimated values of the objective function
provide valuable information about the quality of the
solution options proposed by the swarm members of the
combined population. The best value obtained for the
objective function corresponds to the best member of the
combined algorithm swarm (i.e., the best possible
solution), and the worst value obtained for the objective
function corresponds to the worst member of the
combined algorithm swarm (i.e., the worst possible
solution).

As at each iteration the position of the swarm of
individuals of the combined algorithm in the problem

solution space is updated, the best member must also be
updated based on the comparison of the updated values
for the objective function. At the end of the algorithm
implementation, the position of the best member of the
flock of the combined algorithm, obtained during the
iterations of the algorithm, is presented as a solution to
the problem.

Step 3. Numbering of individuals in the flock of the
combined algorithm, i, ic [0,S]. At this stage, each
individual of the flock of the combined algorithm is
assigned a serial number.

Step 4. Determining the initial speed of individuals
of a flock of the combined algorithm.

The initial speed vo of each individual of the
combined algorithm is determined by the following
expression:

Vi =(V1, V295 ), Vi =Vo. 4)

In the planning of the proposed approach of the
combined algorithm, the position of the population
members in the problem-solving space is updated based
on the simulation of the hunting strategy of the
individuals of the combined flock in the wild.

Step 5. Preliminary evaluation of the search
(feeding) area by individuals of the combined flock. The
diet of individuals of a combined flock is diverse, for a
flock of hawks it is food of animal origin and for a flock
of coots it is just food of plant origin. They eat hares,
birds.

Therefore, it is advisable to sort the quality of food.
The choice of the place of food is carried out taking into
account the degree of noise of the initial data, which is
proposed in the work [30].

Step 6. Classification of food sources for combined
swarm agents.

The location of the best food source (i.e., minimum
suitability) is considered to be hares for hawk agents,
small fish for coot agents (FSh:), locations from the next
three food sources are small birds (hawk agents),
duckweed (coot agents) (FSa) and the rest are considered
regular food (FSn):

FSni= FS (sorte_index(1)), )
FSa(1:3) = FS (sorte_index(2:4)), (6)
FSni(1:NP-4) = FS (sorte_index(5: NP)). (7)

Step 7. Sorting of the best individuals of the flock of
the combined algorithm. The selection of the best
individuals of the flock of the combined algorithm is
carried out using the improved genetic algorithm
proposed in the work [24]. While searching for food, the
strongest individual of the combined algorithm flock
with the largest sizes directs another individual from the
combined flock in the group to search for food. This
search behavior of combined swarm agents leads to
different scanning areas of the search space, which
improves the research ability of agents in global search.

Steps 1-7, 10—15 are common to all individuals of
the combined algorithm. The remaining procedures are
unique for each of the swarm optimization algorithms.

Step 8. Procedure for optimizing a flock of hawk
agents.
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Step 8.1 Execution of the intelligence procedure of
the algorithm of a flock of hawk agents.

The formula for updating the hawks' position at this
stage is as follows:

X (t+1)=
Xran () =117 Xyan ()-20X () |, 9 > 0.5;

= (X prey(t) - Xm(t))_rS X
x(LB+1,(UB-LB)), q <05,

(8)

where X(t) and X(t+1) represent the position vector of
hawk agents in the current and next iterations. t
represents the current number of iterations. Xprey is the
position of the sacrifice, which is also considered the
optimal solution. Xan(t) is a vector of the position of a
random individual from a flock of hawk agents in the
current population. ry, r, rs, rs and g are random numbers
between [0, 1]. LB and UB are the lower and upper limits
of variables. Xn(t) is the average position of all hawk
agents in the population, which is calculated as follows:

1 N
Xm(t)w;xi(t), ©)

where N is the size of the population, X; (t) is the vector

of the current position of the i-th hawk agent from the
flock.

8.2 Research phase for the hawk-agent swarm
algorithm.

In the algorithm, the escape energy of the victim E
causes the algorithm to switch between global
exploration and local exploitation phases. The energy of
the prey gradually decreases during the escape process,
which can be simulated as in equation (10):

E=2EO(¥J,

where Eg is a random number between [1, 1] representing
the initial energy state of the prey, T is the maximum

number of iterations. When |E|>1, the hawk agent will
continue to locate prey in the target area defined as the
exploration phase. In the case of |E| <1, the hawk agent

(10)

will start hunting the prey found in the previous stage and
enter the exploitation stage.

In the operation phase, there are four possible
strategies, including soft siege, hard siege, soft siege with
gradual rapid dives and hard siege with gradual rapid
dives to simulate the process of a hawk attacking its prey.
r represents the probability of whether the victim will be
able to escape the danger before a hawk attack, which is
a random number between [0,1]. If r < 0.5 means that the
prey successfully passed through the dangerous situation,
r >0.5 means a case of unsuccessful escape. Different
combinations of r-value and escape energy E correspond

to different hunting strategies. When |E|<0.5, a tough

siege is being carried out. Otherwise, a soft siege is
conducted.

8.3 Implementation of the soft siege strategy by
individuals from the flock of hawk agents.

A soft siege is performed when r>05 and
|E|>0.5. At this stage, the position of the hawk agent is
updated as follows:

X (t+1) = AX (t)—E|JX Iorey(t)—X(t)|, (11)
AX(t) = X prey (1) = X (1) , (12)
J=201-1), (13)

where 4X(z) is the distance between the position of the
hawk agent and the victim. rs is a random number
between [0, 1], J is a random prey jump intensity.

8.4 Execution of a hard siege strategy by hawk
agents.

A hawk agent will take a tough siege when r >0.5

and |E|<05. The mathematical description of such
behavior can be presented as follows:

X (t+1) = X prey () = E | AX (1) ]. (14)

prey
8.5 Executing a soft siege strategy with gradual
rapid dives for a flock of hawk agents.

When r < 0.5 and |E|>0.5, the hawk agent will

take a soft siege with gradual rapid dives. Levi's flight is
integrated into the search procedure of the hawk flock
algorithm and the mathematical model of the behavior
described above is as follows:

Y = Xprey (O-E[X pey ©-X O (15)
Z=Y+SxLF(D); (16)

X (t41) Y, if F(Y)<F(X(t); (17)
1 Z,if F(Z) < F(X (1)),

where D is the dimension of the problem. S is a random
vector whose size is 1x D, F(-) is the objective function.
Only the best position between Y and Z is selected as the
next position. LF(-) is the Lévy flight function, which is
calculated as follows:

LF (X) = O.le(u X o-/|v|_ﬁ);

F(+ p)sin(n8/2) | (18)
o= ,
I(1+ ) px 2/ 372

where u and v are two random numbers between [0, 1], 8
is a constant with a fixed value of 1.5, T'(-) is the gamma
function.

8.5 Execution of a hard siege strategy of hawk
agents with gradual rapid dives

When r < 0.5 and |E|<0.5, the hawk agent will

perform a tight siege to get close to the prey and then
launch a surprise attack.

The mathematical model of this behavior is written
as follows:

Y = Xprey (t)—E|JX prey(t)_xm(t)| )

Z =Y +SxLF(D),

(19)

(20)
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Y,if F(Y) < F(X(1));

X(t+ ):{Z,ifF(Z)<F(X(t)), 1)

where Xn(t) is calculated using equation (9). Only the
best position between Y and Z is selected as the next
position.

Step 9. Execution of the coot herd optimization
algorithm.

Coot flock optimization is a population-based,
gradient-free optimization method that simulates the
collective behavior of American coots (a small
waterfowl) on the water surface. Four different irregular
and regular motions are implemented in this algorithm:
random motion, chain motion, position adjustment based
on group leaders, and leader motion.

Coots usually live in a group and create a chain
structure to move towards a target area (food). At the
front of the flock are several coots, also known as flock
leaders, who direct the direction and take responsibility
for the entire flock. Therefore, according to the coot's
habits, the original population is divided into two parts:
coot-leader and coot-follower. If N is the population size,
then the number of coot leaders is calculated as a
percentage of the total population equal to L, and the
other members (N — L) are considered coot followers. It
is noted that all leaders are randomly selected from the
population. Then the mentioned four movements are
performed.

9.1 Random movement of coot agents.

At this stage, the random position Q is determined
using equation (22). Coot followers move to this random
position to explore different parts of the search domain.

Q=rand (,D). *(UB — LB)+LB,  (22)

where D is the dimension of the problem, LB and UB are
the lower and upper limits of the variables. The random
motion gives the algorithm better global search
efficiency and enhances the algorithm's ability to deviate
from the local optimum. The new position of the coot is
updated as follows:

Xi(t+1) = X; () + Axrgx(Q - X (1)), (23)

where X;(t+1) is the position of the i-th follower in the

next iteration t, rs is a random number in the range [0, 1]
and the parameter A is calculated according to equation
(24):

A=1-1/T, (24)

where t is the number of current iterations and T is the
maximum number of iterations.

9.2 Chain movement of coot agents.

In the algorithm of a flock of coot agents, the
average position of two people is used to perform chain
movements. The new position of the follower coot is
calculated as follows:

X+ =2 x (X @+ X @), @9

where X;_;(t) is the position of the (i—1)-th follower of

the coot agent in the current iteration t.
9.3 Setting positions based on group leaders.

As a general rule, the whole group is led by one of
the leaders of the group in front and all coots that remain
must change their position based on the leaders and move
towards them.

However, a serious problem to be solved is that each
coot must update its position according to the leader,
using equation (26) designed to select the leader as
follows:

k=1+(i mod L), (26)

where i is the index of the current follower, L is the
number of leaders, and k is the index number of the
leader.

The next position of the coot follower based on the
selected leader k is calculated using equation (27).

X (t+1) = LeaderX (t)+2xry x

(27)
x c0s(2R7) x (LeaderX, (t) — X; (1)),

where LeaderX(t) is the position of the selected leader,
r7 is a random number in the interval [0, 1] and R denotes
arandom number in the interval [-1, 1].

9.4 Leadership movement of coot agents

The group must be oriented to the optimal territory,
S0 in some cases leaders have to leave the current optimal
position in search of a better one.

The formula for updating the leader's position is
written as follows:

LeaderX;(t+1) =
B x 1 xcos(2Rx) x (gBest(t) — LeaderX; (t)) +
+ gBest(t), 15 < 0.5;
B x 13 xcos(2R7) x (gBest(t) — LeaderX; (t)) —
—gBest(t),rg > 0.5,

(28)

In equation (28), gBest is the current optimal
position, rg and rg are the random numbers in the interval
[0, 1] and R is a random number in the interval [1, 1]. rg
generates more significant stochastic movement to help
the algorithm eliminate local optimal solutions. And
cos(2Rx) is for finding the best person with different
radius to get the top position. The value of B is calculated
using equation (29).

B=2-tx(YT), (29)

where t is the number of current iterations, and T is the
maximum number of iterations.

Action 10. Combining individual optimization
algorithms into a mixed one.

To combine different types of natural optimization
algorithms, an ensemble mutation strategy is used, which
can generate various individuals to improve the global
search capabilities of the hybrid algorithm, which is
written as follows:

v = ) KR+ Fx(XRa = XRa), fo <Cys (30)
i1 Xi1 rlo ZC]_;
XRra +Fx(Xgs — Xgg) + Fp x
Vip = x(Xp7=Xgg), h1<Cy;  (31)
Xiv r]_lZCZ;
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Xi +F3><(XR9—Xi)+ F3><
x(Xr10 —XR11), f2 <Cz;
i fp 2 Cg,

Vig = (32)

X

where Vi;, Vi; and Vis are newly generated mutant
positions of the i-th search agent. Ry ~ Ry; are different

integer indicators in the range [1, N]. F1, F2 and F3 are
scaling factors with values of 1.0, 0.8, and 1.0,
respectively, ro ~ ;o are random numbers in the range

[0,1]. In addition, the parameters C1, C; and C3 are equal
to 0.1, 0.2 and 0.9, which indicates the speed of the
crossover.

After generating candidate mutant positions Vi, Viz
and Vis, the best position V; with the lowest fitness value
will be selected to compare with the fitness of the original
position X; and then the best position will be saved as a
new X; to participate in the next iteration calculation.
These processes can be described using equation (33).

Xi :{Vi’ |ﬂ:(\/|) < F(Xl)

33
X;, otherwise (33)

where F(-) is the cost function.

Step 11. Checking the presence of predator agents
of the combined flock. At this stage, agents check for
prey. If there are predators, go to step 12. If there are no
predators, go to step 11.

Step 12. Escape and struggle with predators of
combined flock agents. The strategy of escaping and
fighting these predators causes the combined algorithm
agents to change their position near the position they are
at. Simulating this natural behavior of the combined
algorithm agents improves the power of using the
combined algorithm in local search in the problem-
solving space around potential solutions. Since this
process occurs near the position of each agent of the
combined swarm, it is assumed that this range of changes
in the position of the agents occurs in a corresponding
zone centered on each agent of the combined swarm with
a certain radius. In the initial iterations of the algorithm,
priority is given to a global search to identify the optimal
region in the search space, the radius of this environment
is considered variable. First, the highest value is set and
then it becomes smaller during the iterations of the
algorithm. For this reason, local lower/upper bounds
were used to create a variable radius with iteration of the
algorithm. To model this phenomenon, a neighborhood
is assumed around each agent of the combined swarm,
which first randomly generates a new position in this
neighborhood using (34) and (35).

Then, if the value of the objective function
improves, this new position replaces the previous
position according to the work (36):

XiFF’] = Xi,j +
t t t (34)
+(|blocal,j +(Ublocal,j —rand 'Iblocal,j ))'
Ibteq i = Ib; /t;
Local bounds: tocal. J J/ (35)

t
Ubjocal, j =Ubj /t,

P P .
xi={x" A <R (36)

Xi, else,

where XiP3 is the new generated position of the i-th agent
of the combined flock, xif’?i is the j-th size of the agent of

the combined flock, F,P3 is the value of the objective
function, tis the iterative circuit, Ib; and ub; are the lower
and upper limits of the j-th variable. Ib,toca” and

Ubltocal,j are the local lower and local upper bounds,

admissible for the j-th wvariable, respectively, for
simulating a local search in the neighborhood of
candidate solutions.

Step 13. Checking the stop criterion. The algorithm
terminates when the maximum number of iterations is
completed.

Otherwise, the behavior of generating new places
and checking conditions is repeated.

Step 14. Training of the knowledge bases of agents
of the combined flock.

In the research, the learning method based on
evolving artificial neural networks, developed in the
research [2], is used to train the knowledge bases of each
agent of the combined swarm. The method is used to
change the nature of movement of each agent of the
combined flock, for more accurate analysis results in the
future.

Step 15. Determining the amount of necessary
computing resources, intelligent decision making
support system.

In order to prevent looping of calculations on steps
1-14 of the method and to increase the efficiency of
calculations, the system load is additionally determined.
When the defined threshold of computational complexity
is exceeded, the amount of software and hardware
resources that must be additionally involved is
determined using the method proposed in the work [31].

Discussion of the results of research
on the development of a method of self-
organization of information networks

The effectiveness of the method of self-
organization of information networks under the influence
of destabilizing factors is compared with the algorithms
listed in tables 2-4.

The comparison was made with unimodal and
multimodal functions. Each function is calculated for ten
independent runs to better compare the results of
different algorithms.

The information network of the operational
grouping of troops (forces), which was formed according
to the wartime states, was considered as the basis in the
research.

The following raw data were used for modeling:

As a result of the analysis of the practical
application of information networks and the
characteristics of its elements, the following output data
should be obtained:
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1. The
networks:

—the dimension of the information network, where
N is the number of nodes of the information network, d is
the diameter and area of placement of elements of the
information network;

— characteristics of information network nodes,
which are described at different levels of presentation:

e physical (frequency, type of modulation,
transmitter power, etc.),

e channel (type of channel access protocol;
method of channel organization — frequency, time,
code; transmission speed in the channel, etc.);

o network and transport; hardware (volume of
buffers, processor characteristics, battery capacity,
etc.);

e operational (ratio of nodes by mobility: low,
medium and high; part of nodes and their time of
operation in silent mode, etc.);

— channel characteristics (rj is the transmission rate
in the channel (i, j); sj is the channel capacity);

— initial variants of the topology of the information
network (N is the total number of BTM nodes or its zone,
d is the network diameter, k is the number of neighbors
of the i-th node, w is the dynamics of topological changes
of the network or information direction, which takes into
account the speeds and directions of movement of nodes,
intensity failure of radio channels and nodes as a result of
fire or radio-electronic influence of the enemy).

2. Parameters of information exchange in the
network:

—the requirements for the quality of information

exchange: tfvith ad

characteristics of the information

d is the limit value of the transmission

delay time of the ¢&-th type of traffic; Sriin is the

bandwidth required for the transmission of the &-th type
of traffic; BER . is the permissible probability of packet

loss for the & -th type of traffic, SNR<.qq is the permissible
signal-to-noise ratio;

- gﬁ(t) is the value of the input load between the

i-th and j-th subscribers in the form of messages of the &-
th type of traffic.

To evaluate the effectiveness of the proposed
method of self-organization of self-organizing
information networks, it is necessary to evaluate each
i-th scientific result according to the j-th resource of the
network

X :{Ril, RZ, R?, Ri“},

which is spent on obtaining management decisions Wi'

according to the layers of the OSI model.

Network model: the network is represented by an
undirected graph G = (N, k, w, d), where N is the number
of nodes, k is the number of neighboring nodes for some
node vi, w is the dynamics of network topology change;
d is the maximum diameter, which is expressed in the
number of retransmissions.

Assumption:  during the transmission  of
information, changes in the network topology do not
occur, service messages are transmitted without errors,
the correction of routing tables and the knowledge base
of the nodal control system occurs "synchronously”, the
sizes of information and service messages do not change
and are the same for each type of message.

As can be seen from the tables 2-4 increasing the
efficiency of decision making is achieved at the level of
12-17% due to the use of additional procedures.

It can be seen that the proposed method of self-
organization of information networks is able to converge
to the true value for most unimodal functions with the
fastest convergence speed and the highest accuracy,
while the convergence results of the particle swarm
algorithm are far from satisfactory.

Table 2 — Effectiveness of optimization algorithms while deciding the composition of the information network

The name of the algorithm O%tlmal vanabl:s L Op():g;?al
Algorithm for the optimization of a pack of walruses 0.7280271 0.3845792 40.312284 200 5882.8955
Particle swarm algorithm 0.7480269 0.3845797 40.312282 200 5882.9013
Flying squirrel algorithm 0.7690308 0.384581 40.312476 | 199.99732 | 5882.9077
Artificial bee colony algorithm 1.1950157 0.64038 60.549321 | 48.031984 | 7759.8234
Ant colony algorithm 0.7780271 0.3845792 40.312284 200 5882.9013
The proposed method 0.7794994 0.385819 40.386517 200 5909.3749
Algorithm of a flock of monkeys 0.911517 0.4510723 46.230782 | 133.83941 | 6270.8621
The bat swarm algorithm 0.8344267 0.4164052 | 43.217775 | 163.90679 | 6003.8497
Locust swarm algorithm 0.7784599 0.3858127 40.320627 | 199.96442 | 5890.2105
Genetic algorithm 1.5622593 0.4813024 47.695987 | 124.64823 | 10,807.366
Algorithm for optimization of a flock of cats 1.1300127 1.1576349 44.110061 | 190.7876 | 11,984,417
Algorithm of invasive weeds 1.55006 0.6231249 63.139483 | 49.78495 | 9998.6395
Firefly swarm algorithm 1.406417 0.7832762 58.253368 | 73.964478 | 10,920,286
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Table 3 — Statistical results while deciding the composition of the information network

The name of the algorithm Average Best Worst Standard Median | Rank
Algorithm for the optimization of a pack of walruses | 5882.8955 | 5882.8955 | 5882.8955 | 1.87E-12 | 5882.8955 1
Particle swarm algorithm 5891.226 | 5882.9013 | 5965.0365 | 22.218932 | 5882.9017 3
Flying squirrel algorithm 6219.5386 | 5882.9077 | 7046.3206 | 352.35848 | 6047.6955 5
Artificial bee colony algorithm 12,409,586 | 7759.8234 | 19,991,769 | 3127.065 | 11,403.338 | 9
Ant colony algorithm 5882.9013 | 5882.9013 | 5882.9013 | 3.68E-06 | 5882.9013 2
The proposed method 6271.132 | 5909.3749 | 6948.3792 | 333.1584 | 6143.6153 6
Algorithm of a pack of monkeys 7998.6372 | 6270.8621 | 12,805,388 | 1681.8974 | 7579.6333 8
The bat swarm algorithm 6518.1019 | 6003.8497 | 7050.4059 | 320.31898 | 6572.19 7
Locust swarm algorithm 6012.3675 | 5890.2105 | 6670.9945 | 239.38549 | 5898.5494 4
Genetic algorithm 28,273,334 | 10,807.366 | 60,311.64 | 13,795.65 | 24,975,491 | 12
Algorithm for optimization of a flock of cats 20,643,589 | 11,984,417 | 32,105,445 | 6711.6675 | 19,830,394 | 10
Algorithm of invasive weeds 29,687,575 | 9998.6395 | 50,712.307 | 12,915,318 | 32,709,339 | 13
Firefly swarm algorithm 25,427,766 | 10,920,286 | 45,530,922 | 10,828,815 | 22,551,255 | 11
Table 4 — Effectiveness of optimization algorithms while deciding the composition of the information network
The name of the algorithm h Optimal variablesl t b Optimal cost
Algorithm for the optimization of a flock of walruses | 0.2057296 | 3.4704887 | 9.0366239 | 0.2057296 | 1.7246798
Particle swarm algorithm 0.2057296 | 3.4704888 | 9.0366238 | 0.2057296 | 1.7248523
Flying squirrel algorithm 0.205056 3.4850976 | 9.0365299 | 0.2057339 | 1.7257923
Artificial bee colony algorithm 0.1977725 | 3.5270192 | 9.8188942 | 0.2163579 | 1.9455461
Ant colony algorithm 0.2057296 | 3.4704887 | 9.0366239 | 0.2057296 | 1.7248523
The proposed method 0.2043787 | 3.4924081 9.0609 0.2061055 | 1.7327713
Algorithm of a flock of monkeys 0.2127738 | 3.3465331 | 8.9813136 | 0.2191754 | 1.8098061
The bat swarm algorithm 0.2059617 3.465488 9.0437236 | 0.2060167 | 1.7279454
Locust swarm algorithm 0.2056085 | 3.4732685 | 9.0362859 | 0.2057905 | 1.7254435
Genetic algorithm 0.3021777 | 4.3080233 | 7.0649912 | 0.3989007 2.86852
Algorithm for optimization of a flock of cats 0.2833168 | 2.8111202 | 7.6140935 | 0.2957385 | 2.0415263
Algorithm of invasive weeds 0.3526171 | 3.4301508 | 7.5466754 | 0.5299732 | 3.7483578
Firefly swarm algorithm 0.2220901 | 6.5032092 | 7.9154768 | 0.2925869 | 2.6371953

The advantages of the proposed method are due to
the following:

—at the initial display of agents of the combined
flock, the type of uncertainty is taken into account during
their search (step 2), in comparison with works [9, 14,
21];

—the initial speed of the agents of the combined
flock is taken into account (step 4), in comparison with
works [9—15];

— the suitability of the search location for agents of
the combined swarm is determined, which reduces the
time of searching for a solution (step 5), in comparison
with works [14, 16, 17];

—the universality of strategies for finding food
places, which allows you to classify the type of data to be
processed (steps 6, 7), in comparison with works [14, 16,
17];

—there is a classification of food sources, which
determines the priority of finding a solution (step 6), in
comparison with works [11, 13, 17-19];

—the possibility of combining various search
strategies of swarm algorithms, due to the use of the
ensemble mutation strategy (step 10), in comparison with
works [1-22];

—the presence of strategies for both adjustable
global and adjustable local optimizations, which allows
you to adapt the method for solving non-typical tasks
(steps 8, 9), in comparison with works [1-22];

—taking into account the presence of a predator,
which allows you to avoid local optima (steps 9, 10), in
comparison with works [12, 13, 15—18];

—taking into account the degree of distortion
(unreliability) of a priori information while determining
the place of food (step 5), in comparison with works [12,
13, 15-20];

—accelerated selection of individuals in the flock
due to the use of an improved genetic algorithm (step 7),
in comparison with works [9, 12, 13—18];

—the universality of solving the task of self-
organization of information networks due to the
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hierarchical nature of its description (steps 1-15), in
comparison with works [9, 12, 13—18];

— the possibility of quick search for solutions due to
the simultaneous search for a solution by several
individuals of the combined algorithm (steps 1—15, tables
2-4);

— the adequacy of the obtained results (steps 1-15),
in comparison with works [9-23].

— the ability to avoid the local extremum problem
(steps 1-15);

— the possibility of in-depth learning of knowledge
bases of agents of the combined algorithm (step 14), in
comparison with works [9-23];

—the possibility of calculating the necessary
amount of computing resources, which must be involved
in case of impossibility of carrying out calculations with
available computing resources (step 15), in comparison
with works [9-23].

The disadvantages of the proposed method include:

—the loss of informativeness while evaluating the
process of self-organization of information networks due
to the construction of the function of belonging;

—lower accuracy of assessment on a single
parameter of assessment of the process of self-
organization of information networks;

—the loss of credibility of the obtained solutions
while searching for a solution in several directions at the
same time;

— lower assessment accuracy compared to other
assessment methods.

This method will allow you:

— to self-organization of information networks;

—to determine effective measures to increase the
efficiency of the process of self-organization of
information networks;

—to increase the speed of managing the process of
self-organization of information networks;

—to reduce the use of computing resources of
decision making support systems.

The limitations of the research are the need to have
an initial database on the initial state of the information
network, the need to take into account the delay time for
collecting and proving information from sources of
information extraction.

This research is a further development of
researches aimed at developing methodological
principles for increasing the efficiency of processing
various types of data, which were published earlier [2,
4-6, 23].

The directions of further research should be aimed
at reducing computing costs while processing various
types of data in special purpose information systems.

Conclusions

1. The research proposed a method of self-
organization of special-purpose information networks,

which, thanks to additional and improved procedures,
allows you:

—to take into account the type of uncertainty and
noisy data;

—to implement adaptive strategies for finding food
sources;

—to combine individual search swarm strategies
into a single strategy;

—to take into account the presence of a predator
while choosing food sources;

—to take into account the available computing
resources of the system while implementing self-
organization of information networks;

—to change the search area by individual agents of
the combined algorithm swarm;

—to change the speed of movement of agents of the
combined algorithm flock;

—to take into account the priority of searching for
swarm agents of the combined algorithm;

—to carry out the initial display of individuals of the
flock of the combined algorithm, taking into account the
type of uncertainty;

— to carry out accurate training of individuals of the
flock of the combined algorithm;

— to determine the best individuals of the flock of
the combined algorithm with the help of an improved
genetic algorithm;

—to conduct a local and global search taking into
account the degree of data noise in the process of self-
organization of information networks;

—to conduct training of knowledge bases, which is
carried out by training the synaptic weights of the
artificial neural network, the type and parameters of the
membership function, the architecture of individual
elements and the architecture of the artificial neural
network as a whole;

—to be used as a universal tool for solving the task
of self-organization of information networks due to the
hierarchical description of their self-organization
process;

—to check the adequacy of the obtained results;

—to avoid the problem of local extremum;

—to adjust the local and global search procedures,
which allows you to make the adaptation of this method
to different information networks.

2. Simulation of the operation of the specified
method was carried out on the example of self-
organization of the information network of the
operational group of troops (forces). The specified
example showed an increase in the efficiency of data
processing at the level of 12-17% due to the use of
additional improved procedures of adding correction
factors for uncertainty and noise of data, selection of
combined swarm agents, crossing of different types of
swarm optimization approaches and training of combined
swarm agents.
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MeTton camoopranizanii iHpopmaniiiHux Mepe:k B yMOBaX KOMILIEKCHOI0 BILIUBY AecTalinizyrounx ¢pakropis
C. O. Kamkesuu, O. €. JlutBunenko, A. B. llumarnekuii, C. B. Cansuuk, B. I1. Benmnuko

AHoTanisi. JlocBia cydyacHHX BOEHHHX KOH(IIIKTIB OCTaHHIX JECATHPIYb, @ TAKOXK JOCBI/I POCIHCHKO-yKpaTHCHKOT BiHHH
BUMarae QyHAaMEeHTAIBHOTO Meperisiay MiaXo/IiB, 00 MOPsAKY opraHisauii B3aeMofil iHbpopManiiiHnX Mepex Ta iX OKpeMHx
ckiIanoBuX. TpaaumidHi TiAX0AM 3 OpraHi3allii BAMararoTh CyTTEBOTO Yacy Ha OpraHi3allilo B3aeMOJIi eleMeHTiB iHopMamiiHOT
MepexKi, a TAKOXK CYTTEBO 3aJIeXkaTh BiJ AOCBiAY Ta OCOOMCTHX SIKOCTEH agMiHICTpaTOpiB, 5K IX eKcIuTyaTyloTb. Came ToMy, B
JAHOMY JOCIi/DKCHHI aBTOpaMH OyJlo 3alporoHOBaHO METOJA OpraHizamii iH(OpPMAaIiifHHX MepeX B yMOBax BIUIUBY
necrabimizyrounx (akTopiB. MeToa camooprasizamii iHGOPMALIITHUX MEpEeX CKIANaeThCs 3 HACTYITHOI ITOCIIIOBHOCTI Jii:
BBEJCHHS BHUXIJHMX [aHUX, BHCTaBJICHHS OCOOMH KOMOiHOBaHOi 3rpai Ha IUIOII MOIIYKY, HyMmepalis ocoOMH B 3rpal
KOMOIHOBaHOTO aJrOpPUTMY; BHM3HAYCHHS II0YaTKOBOI IIBUJIKOCTI OCOOMH 3rpai KOMOIHOBAaHOTO AJIrOPUTMY; MOIEPEIHE
OLIIHIOBAaHHSI [JUISHKM TMOIIYKYy (XapyyBaHHs) OCOOMHaMHM KOMOiHOBaHOi 3rpai; kimacudikamis pKepea DKi JUIsl arcHTIiB
KOMOiHOBaHOi 3rpai; mpoleaypa ONTHMI3alii 3rpai areHTiB-sAcTpyOiB; BHKOHAHHS aJrOPUTMY ONTHMI3allii 3rpai JIHCKH,
00’ €THaHHS OKPEMHUX aITOPUTMIB ONTHUMI3allil B 3MIIIAaHHH; TIepeBipKa HAIBHOCTI XM)Kaka areHTiB KOMOIHOBaHOI 3rpai; BTeya Ta
00poThOa 3 XMmKaKkaMH areHTiB KOMOIHOBAHOI 3rpai; mepeBipka KpUTEpilo 3yNMWHKH; HaBYaHHA 0a3 3HaHb areHTiB KOMOiHOBaHOL
3rpai, BU3HAYCHHS KUTHKOCTI HEOOX1THIX OOYMCITIOBAIBHUX PECYPCIB, IHTENEKTYaIbHOI CHCTEMH MIATPUMKHN IPUHHATTS PIllICHb.
[IpoBeneHo MozemOBaHHS POOOTH 3a3HAYSHOTO METONy Ha MPHKJIaAl camoopraHizamii iHGopMamiitHOT Mepeki OmepaTHBHOTO
yrpynoBaHHs BifickK (crit). 3a3Ha4eHHH MPUKIIAJ MMOKa3aB MiIBHIICHHS e()EeKTHBHOCTI ONMEpaTUBHOCTI 0OPOOKH TaHUX Ha PiBHI
12-17 % 3a paxyHOK BHKOPHCTaHHS JOJATKOBUX YAOCKOHAJICHHUX IMPOLEAYP JO/AaBaHHS KOPEryBalbHHX KOC(ILi€HTIB 1010
HEBU3HAYEHOCTI Ta 3alIyMJICHOCTI AaHHX, BiIOOpY areHTiB KOMOiIHOBaHOI 3rpai, CXpellyBaHHs Pi3HOTHITHHX MiIXOIiB poiioBOl
onTHMIi3allii, a TAKOXK HABYAHHS areHTiB KOMOIHOBaHOI 3rpai.

KawuoBi caoBa: indopmarniiini Mepexi; OioiHCIIpOBaHI alrOpUTMH; CaMOOPraHi3allis; HEUiTKi KOTHITHBHI KapTw;
HEBU3HAYCHICTb.

71


https://www.scopus.com/authid/detail.uri?authorId=57957200600
https://www.scopus.com/authid/detail.uri?authorId=57057781300
https://www.scopus.com/authid/detail.uri?authorId=57201729600
https://www.scopus.com/record/display.uri?eid=2-s2.0-85141480309&origin=resultslist
https://doi.org/10.1109/KhPIWeek57572.2022.9916459
https://doi.org/10.15587/1729-4061.2023.277608
https://doi.org/10.1007/s00500-018-3102-4
https://orcid.org/0000-0002-4448-3839
https://www.scopus.com/authid/detail.uri?authorId=58244269900
https://orcid.org/0000-0002-8378-129X
https://www.scopus.com/authid/detail.uri?authorId=14063763700
mailto:ierikon13@gmail.com
https://orcid.org/0000-0001-6731-6390
https://www.scopus.com/authid/detail.uri?authorId=57201773300
https://orcid.org/0000-0003-4463-5705
https://www.scopus.com/authid/detail.uri?authorId=57226650377
https://orcid.org/0000-0001-9654-4560
https://www.scopus.com/authid/detail.uri?authorId=57219249989

