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ENSURING THE FUNCTIONAL STABILITY OF THE INFORMATION SYSTEM
OF THE POWER PLANT ON THE BASIS OF MONITORING THE PARAMETERS
OF THE WORKING CONDITION OF COMPUTER DEVICES

Abstract. The functional stability of the information system of the power plant is ensured by a complex of processes and
mechanisms that are capable of maintaining the normal operation of the system even in the event of errors, failures or negative
impacts. The aim of the research. An important aspect of ensuring the functional stability of an information system is the
monitoring of its healthy state, as it helps to identify, analyze and respond to any problems in a timely manner, ensuring the
reliable and uninterrupted operation of the system. It was decided to choose a test diagnosis based on the principle of a
wandering diagnostic core. Research results. An algorithm for detecting failures in the system has been developed based on
the decryption of the totality of the results of the system's test checks. The developed software application allows you to
monitor the state of various components of the information system and detect possible problems or failures in a timely manner
in order to support the continuous operation of the system. This application allows you to increase the reliability of
diagnostics, reduce the time of diagnostics, and carry out diagnostics with the specified completeness and depth. The depth
and completeness of diagnosis is determined by the test task. Verification. To confirm the correctness of the developed
software product, mathematical modeling of the process of diagnosing the information system, which was divided into several
subsystems containing a certain number of modules, was carried out. For the division into subsystems, the number of modules
in each subsystem is important - it should not exceed 30 modules. This limitation is due to the limited computing power of
modern microprocessor technology during the solution of a class of NP-complete problems.
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Introduction

Reliable energy in the country is the main factor for
the normal functioning of all spheres of its activity.
Information systems of power plants function under the
influence of external and internal destabilizing factors.
Under negative influence, system modules may fail.
However, the systems must function offline for a
specified time. Such a condition of functioning can be
fulfilled by ensuring the property of functional stability.

Functional stability is the possibility of functioning
of the information system during the specified time under
the influence of external and internal destabilizing factors
[1]. External and internal destabilizing factors mean
failures, failures of system modules, mechanical damage,
errors of service personnel.

The main stages of ensuring functional stability are
the detection of a module or several modules that have
failed in the system, followed by their diagnosis and
restoration of the functioning of the information system
of the power plant.

To ensure the functional stability of the information
system, the following procedures are performed:

— finding an abnormal situation and destabilizing
influences that worsen the quality of the system's
functioning;

— identification  of
influences;

identified  destabilizing

— making a decision to restore functioning system
processes;

— recovery by redistribution of functions and tasks
between intact modules.

Therefore, the process of controlling the working
condition and monitoring the parameters of the
functioning of multi-module information systems in the
modern world is becoming a rather urgent task.

Literature review and problem statement

For the first time, the concept of functional stability
was introduced by Professor O.Mashkov and further
developed by O.Barabash for complex technical systems.
The paper [2] describes the first stage of ensuring
functional stability — timely and reliable control of the state
of the information system: if the self-monitoring procedure
signals the presence of a failure in the system, then the self-
diagnosis procedure is already included to find the location
of the failure. A number of scientific works by such
scientists as O. Mashkov, O. Barabash, Yu. Kravchenko,
D. Obidin, V. Sobchuk, A. Musienko are devoted to
solving the problem of ensuring functional stability. and
other. Solving the problems of functional stability of multi-
module information systems responsible for critical
infrastructure largely depends on the possibility of
monitoring and forecasting their technical condition [3],
determining the basic requirements and criteria for
functionally stable complex systems [4].
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The works [5] proposed methods for ensuring the
fault tolerance of the information system and a method
for diagnosing its malfunctions [6]. Based on the
obtained results, new diagnostic models of the
information system for detecting faulty processors are
proposed [7].

The works [8, 9] describe the functional stability of
rapidly developing systems. It has been found that these
are rarely addressed and can lead to operational failure in
real-world scenarios due to long recovery times after an
adverse impact, functional fault tolerance testing prior to
deployment will identify internal or injected
vulnerabilities. The article [10] highlights different types
of functionals characterizing the effectiveness of the
information system, in conditions of incomplete a priori
information about the distribution function of the
determination of random variables, through which the
main indicators of the reliability of the information
system are expressed.

In [11], the methodology of building an effective
system of self-diagnosis of information systems is
described on the example of enterprises of the
metallurgical and energy industries. Methods of
organizing and performing self-diagnosis, detection
mechanisms, as well as identification and localization of
faulty modules are given. An analysis of the use of a
hierarchical approach to the organization of means of
ensuring functional stability was carried out [12]. Based
on the results, algorithms were developed that form a
two-level system for diagnosing hidden failures [13].
Features of the main provisions of the theory of artificial
intelligence, namely neural networks to ensure functional
stability of production processes of industrial enterprises
are considered [14].

In the articles [15, 16], mechanisms of self-
organization of heterogeneous information networks are
disclosed, new criteria for determining functionally
stable networks are proposed. Research was conducted
on the functional stability of the structure of the
information telecommunication network [17, 18] and the
navigation support of civil aviation aircraft with the
definition of new approaches [19]. Scientists consider
various architectures of information systems from the
point of view of functional stability, as well as its impact
on network resources and network services [20, 21]. A
dynamic VNF model of a computer epidemic has been
improved, which allows predicting the level of functional
stability of the information system at various stages of the
epidemic [22].

Functionally stable ecologically complex systems
and mathematical formalization of the properties of their
functional stability are studied [23]. The methods of
ensuring this property are aimed at more complete use of
technical resources of technologically dangerous
ecological systems [24]. The results of fundamental
studies of the mechanisms of various types of corrosion,
the impact of corrosion on the resistance of objects to the
preservation and extension of operational suitability are
presented [25].

For critical infrastructure objects, a method of
constructing a law of safety management of critical
infrastructure objects in the conditions of external

uncontrolled influences is proposed [26, 27]. The
security stability of information systems is described,
where the security stability of information systems is
defined as the dynamic ability of the system to respond
to an attack and recover from it [28, 29]. In order to
automate the system of control and diagnostics of
microprocessor systems, it is proposed to implement the
principle of self-diagnosis, which is based on the ideas of
artificial intelligence [30].

Therefore, for all complex technical systems, it is
very important to carry out continuous control of the
parameters of functioning and good condition, since
forecasting allows solving the problem of determining
the optimal moments of control, in the intervals between
which the property of functional stability of the system
will be ensured. With the help of such control, it is
possible to ensure an increase in the labor productivity of
all modules while reducing the number of people
employed in production and significantly reducing the
share of manual labor.

There are various software solutions to ensure the
reliability and productivity of information systems.

Nagios is a powerful tool that provides instant
information about an organization's critical IT
infrastructure [31]. Nagios monitors the health of servers,
workstations, network devices, applications, services,
various resources and allows you to detect and fix
problems and mitigate future problems before they affect
end users and customers, etc. Nagios uses a modular
architecture that allows users to extend and customize the
system based on their needs. Therefore, this software
application allows you to create a powerful and flexible
monitoring system that can be adapted to specific needs
and expanded with the help of plugins and extensions.

SolarWinds Network Performance Monitor (NPM)
is a powerful network monitoring software that allows
you to quickly identify, diagnose, and resolve network
performance issues and network failures [32]. The
software product monitors the status and functional
parameters of network devices, including routers,
switches, firewalls, servers, and other assets, generates
notifications in case of unusual conditions or network
failures through various notification channels, etc. The
architecture of the SolarWinds software solution is based
on a distributed approach. The SolarWinds network
monitoring and management system is a large software
complex that provides extensive opportunities for
monitoring and managing various aspects of the
information infrastructure.

Having analyzed these software solutions, we can
conclude that they provide the ability to monitor servers,
applications, network devices and other resources, have
a large community of users and expand with the help of
plugins and extensions. However, none of these solutions
provides the property of functional stability, which
allows the system to work in offline mode for a given
time.

The aim of this study is the development of an
application for monitoring parameters of the serviceable
state of computing devices of the information system of
the power plant based on software-logical methods of test
control to ensure functional stability.
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Main part

The functional stability of the information system is
ensured by a complex of processes and mechanisms that
are capable of maintaining the normal operation of the
system even in the event of errors, failures or negative
impacts. An important aspect of ensuring the functional
stability of an information system is the monitoring of its
healthy state, as it helps to identify, analyze and respond
to any problems in a timely manner, ensuring the reliable
and uninterrupted operation of the system.

To achieve the functional stability of the
information system, it is important to choose an
appropriate system diagnosis algorithm that will take into
account the features of the system and its modules. It will
make it possible to determine whether the system
modules are working properly, quickly detect
malfunctions and take appropriate measures to ensure the
reliability and performance of the IS.

Among the existing methods of diagnosis, the
method of test diagnosis of components of the information
system was chosen. The test method of diagnosis
according to the construction principle is divided into two
separate types: according to the principle of a centralized
diagnostic core and a wandering diagnostic core. Test
diagnostics with a centralized diagnostic core and test
diagnostics with a wandering diagnostic core are two
different approaches to conducting diagnostics in
distributed information systems:

— test diagnostics with a centralized diagnostic
core uses centralized control, that is, the diagnostic core
is located in the central node of the system, which allows
effective management and control of the diagnostic
process;

— test diagnosis with a wandering diagnostic core
distributes the diagnosis task between nodes, where the
diagnostic functions are distributed among different
system nodes, which helps to divide the load and increase
productivity.

Both methods have their advantages and
disadvantages, and the choice depends on the specific
requirements and characteristics of the system. After
comparing the two approaches of test diagnostics, it was
decided that the organization of test diagnostics based on
the principle of a wandering diagnostic core is the most
acceptable.

The essence of the test diagnosis method with a
wandering diagnostic core is as follows. Diagnostics
consists of elementary checks by nodes of other nodes of
the system, which are performed at random moments of
time. Each node locally stores a matrix with the results of
elementary tests in its memory. The exchange of
diagnostic information about the results of checks is
carried out between nodes based on the method of
conditional transfer of the results of elementary checks.
Each node, receiving diagnostic information, forms a
sign of sufficiency with respect to the algorithm for
deciphering the received diagnostic information. As a
sign of sufficiency, checking the condition of reaching
the limit of the number of elementary tests and checking
whether all nodes have been tested is used. When the
indicated sufficiency sign is satisfied, the node on which

the sign is positively fulfilled performs the diagnostic
information decryption algorithm and determines the
technical condition of all nodes of the distributed
information system. The process of determining the
technical state of the node depends on conditional
verification of the obtained result with the reliability of
diagnosing the system. The diagnostic validity is user-
defined or the default value is used [3].

The information system is represented by an
undirected graph G(V,E), v; eV, e¢;<€E, i,j=1n,
which is described by the adjacency matrix. The set of
vertices V corresponds to the set of working modules of
dimension n, and to the set of edges E — the set of
communication channels between modules. The
information system performs the function of data
exchange if there is at least one information transmission
route between any pair of switching nodes. The graph
connectivity ~requirement provides a reason to
quantitatively assess the property of functional stability
of the information system.

Let's consider the stages of the diagnosis algorithm.

Stage 1. Basic verification process.

Elementary checking of a node v; from the side v;

is called submission of a test task t;; to vj and analysis
of the node's reaction ti’j to vj the test task performed by

the node v;, where i is the number of the examiner, and j

is the number of the node being checked.
An elementary check is as follows. The node v;

submits a test task to the node tj;. The node v, having
performed the test tj; , sends a feedback response to the test

!

tjj to the node v;. The node v; analyzes the reaction,

compares it with the specified reference value and
determines the result of elementary verification r;. The

Preparata evaluation system was chosen for evaluation [7]:
0, if node v; isworking, nodev; is working;
j = 1, if node v; isworking,nodevj isfaulty; 1)
x={0v1}, if node v; is faulty.

Stage 2. Transmission of diagnostic information.

The next main stage of the self-diagnosis algorithm
is the transfer of diagnostic information based on the
method of conditional transfer of the results of
elementary checks. The checking node of the system,
depending on the result of the check, can forward to the
checked node or keep the diagnostic information. If the

node v; evaluates as working (rij :0), it sends the

results R; accumulated by the node v; to the node v . If

node v; evaluates the node v; as faulty (rij :1), then it
does not send it, but keeps the results of checks v;. The
node v; forwards the results of all previous checks Rj,

to the node v if it evaluates it as working. With this
method of information transmission, healthy nodes will
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receive much more diagnostic information than faulty
ones.

Therefore, the syndrome decryption algorithm will
be performed by one of the working nodes.

Stage 3. Storage of diagnostic information.

During the execution of the self-diagnosis
algorithm, there is a need to store and transfer diagnostic
information between nodes.

Diagnostic information is formed in the form of an
n by n matrix Rj; (where n is the number of all nodes in

the system, and i is the number of the node on which the
matrix is stored), which consists of elementary checks in
the system:

n1 -~ T
1 T

Each node stores a check matrix R; locally, which at

the beginning of diagnosis consists of empty elements.
With each check by a node v; of other nodes of the system,

the results of the checks r;; are stored in its local matrix

R; . In addition to this option of replenishing the matrix

with data, it can receive data as a result of merging with
the matrix of another node vj, provided that it is considered

node v; working (rji = O) . Then Ryj =R +R;.

Stage 4. Checking the sign of information
sufficiency.

In order to determine the correct and faulty nodes of
the system, it is necessary to check whether enough
diagnostic information has been accumulated. To do this,
when receiving the result of each elementary check, the
node initiates a check of the sufficiency sign. If the
sufficiency sign is fulfilled, the node generates a “stop”
signal and proceeds to the execution of the last stage of the
algorithm — deciphering the syndrome.

After the “stop” signal, all nodes clear their local
result matrices and wait for the “start” signal to start a new
self-diagnosis cycle.

The sign of sufficiency is characterized by two
conditions:

— each node of the system was tested,;

— he number of elementary checks is greater than
or equal to the limit of checks limit, which is calculated
by the formula:

limit=k-n, 3)

which n is the number of nodes in the system, k is
adequacy ratio k €[L,n—-1], which is specified by the
user.

After each elementary check, the node checks these
two conditions and, if they are fulfilled, goes to the last
stage of the algorithm is decoding the syndrome. If at
least one of the conditions was not met, the algorithm for
accumulating  diagnostic  information  (performing
elementary checks) continues.

Stage 5. Deciphering the syndrome.

A node that has successfully checked the
sufficiency sign starts deciphering the syndrome.

Deciphering the syndrome consists in determining the
posterior probabilities of the serviceability of each node,
taking into account the obtained matrix of results
(syndrome) R using the Bayes theorem. Each node has a
known a priori probability of failure q; .

Using the a priori probability of failure, it is possible
to calculate the a priori probability of node serviceability
pi =1-0;:

With the initial data in the form of a priori
probabilities q;, p; and the obtained syndrome R, it is

possible to calculate the a posteriori probabilities of
serviceability of nodes p;. Let's generate a set of

possible hypotheses about the serviceability and
malfunction of nodes in the following form of
hypotheses, where 0 is the node is faulty, and 1 is the
node is working:

Hy=1{0,0,0,...,0,0},
H;={0,0,0,..,0,1},
H,=1{0,0,0,..,1,0}, (4)

H,={111,..,11},

which n is the number of possible hypotheses.

After obtaining all possible hypotheses of
serviceability and malfunctions of nodes, it is necessary
to calculate the probability of obtaining the syndrome,
provided that the hypothesis is  fulfilled

P(R/Hi),izl,_n. We calculate the probabilities of

each elementary test under the condition of the
hypothesis being fulfilled, using the Preparata evaluation
system (1). We receive:

R

P(R/H;)=]]P(r./H;), (5)

where R is the matrix of check results, e is an elementary
check from the R matrix, P(r, / H;) is the probability of
obtaining the result of an elementary check r, provided
the hypothesis is fulfilled H;.

The next step is to calculate the probabilities of
hypotheses that have non-zero probabilities P(R/H;):

P(H)=]TPx (vj ) (6)

where n is the number of nodes, Py (vj) is the

probability of the node vj receiving a state of

serviceability/failure according to the hypothesis H;.

We calculate the full probability of getting the
syndrome P(R):
k
P(R)=>Y_P(H;)-P(R/H;), 7
i

where k is the number of non-zero hypotheses H;
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According to Bayes' theorem, we determine the
conditional probabilities of accepting the hypotheses H;

under the condition of obtaining the syndrome R:
P(Hi)-P(R/H;)
P(R)

P(H; /R)= ®)

We calculate the posterior probabilities of node
serviceability p;{. We determine the probabilities
P(H;j/R), where the node can be recognized as

working after accepting the hypothesis H;, which are

independent, which makes it possible to apply the
theorem on the addition of probabilities:

pi* = prork (Hi /R), )

which Pyor (Hj /R) is conditional probabilities of

hypotheses P(H;/R), in which the node v; is

considered working.

Therefore, based on the found posterior
probabilities, it is possible to draw a conclusion about the
serviceability or malfunction of the nodes, comparing
them with the diagnostic accuracy threshold Acc, which
is set by the user. In case of detection of faulty nodes, it
is necessary to localize the faulty nodes, distribute the
load between the healthy ones and restore the operation
of the distributed information system.

The software product is functionally divided into
four blocks, communication between which is provided
using HTTP requests and web sockets:

1) the monitoring panel (Web-GUI) is a web
interface that provides the display of monitoring data to
the user and the transfer of user requests to the next unit
of the system;

2) master node is a separate node of the system,
provides user interaction with the network of nodes,
communication  with  the  system  database,
communication of the web interface with the system and
performs management of the network of system nodes;

3) database stores information about the status of
system nodes over time, about events that occurred in the
system, and about the results of each system diagnosis;

4) anetwork of nodes consists of elementary nodes
that ensure the performance of tasks in the system, as well
as perform a self-diagnosis algorithm for the health of
themselves.

The developed software application makes it
possible to monitor the state of various components of the
information system and to detect possible problems or
failures in a timely manner in order to support the
continuous operation of the system by means of
diagnostics based on software-logical methods of test
control.

At the stage of operation, the information system
operates in regular mode, during which it performs the
functions assigned to it - the performance of a set of tasks.

The software application, part of which is embedded
in the nodes of the distributed system, performs constant
control of the system elements using the test method. In
the event of a failure, damage or failure, the localization of
the failed element is ensured, the system structure is
changed by redistributing tasks to healthy nodes,
information about the identified failures is issued to the
system staff to initiate the repair process and restore the
operational efficiency of the failed component of the
distributed information system.

The monitoring panel is the main page of the
program (Fig. 1).

This page contains general information about the
system status of computing devices.

@ Cuctema MoHiTopHHry AHaniTuka
Bysnu
Cnpagsix HecnpagHmx BHMKHYTVX
o eyanis sysnia ayania
5 ] 0
Indopmauia npo Byanu
Crarye Howmep sysna

IP-anpeca

3apauvi

Besoro  3agau Jana Japau
aana BUKOHEHO

100 100

BUKOHYETBCA “epa

Buxonyer A Bukonano 3a, a4 Tpadbix enpaswocTi
NN (3
NN [ |
IR (] |

Fig. 1. “Monitoring panel” menu

The page shows three main blocks of information:
— block about the serviceability of nodes in the
system;

— ablock on performing tasks in the system;
— atable with detailed information on each node
of the system.
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The block about the serviceability of nodes in the
system provides information about the number of
working, faulty and disabled nodes in the system.

A pie chart is built to the right of this information,
which additionally presents the information in graphic
form.

In the block about the execution of tasks in the
system, there are four text fields that inform about the
number of tasks in general, completed tasks, tasks that
are being performed, and tasks in the queue. A pie chart
is built to the right of this information, which additionally
presents the information in graphic form.

A table with detailed information of each node of
the system informs about the serviceability or
malfunction of a specific node, as well as additionally the
following columns:

— node number (id);

— IP address of the node in the computer network;

— the number of tasks that are being performed
right now;

— the total number of completed tasks by this
node;

— graph of the state of the node for the last 30
minutes;

“Details” button about this node;

- node deletion button.

When you click on the “Details” button, a window
with detailed information about the node opens on top of
the main page (Fig. 2).

The window is divided into two parts. Information
about the node is displayed in the left part:

— the local matrix of diagnostic results for the
current time, stored in the memory on the node;

— node number (id);

— IP address of the node in the computer network;

— the name of the host in the network (hostname);

— node failure probability (q);

- node serviceability probability (p);

— the number of tasks that are being performed
right now;

— the total number of completed tasks by this
node;

— the average time of execution of a task by a node
(in seconds).

Byson Ne 1

MoTouHi aaHi giarHocTyBaHHA, 30epexeHi y Byani
- IEEEE

W | = = - =

XapaKTepUCTUKU:

ID:1

IP-agpeca: 172.18.0.2

m'a xocty: 45a4bd4c3ala
WmosipricTs Buxoay 3 naay (q): 0.15
WmosipricTs cnpasHoro ctay (p): 0.85

MeTpuKku

3apay BUKoHyeTbeA: 0

3agay BuKkoHaHo: 17

CepegHii 4ac BUKOHaHHA 3agadi: 4.0 ¢

3pobutn
Byzon:

AKTUBHI 3agaui
By3on BinbHUA

Cran Byana: CINPABHUIA

PAKTUYHUA
cTaH:

WmogipHicTs Buxoay 3 nagy (q):
B mesax [0;1]

Fig. 2. Node information window

On the right side, information about the execution
of tasks by the node is displayed: if the node is not
performing tasks, then the inscription “Node is free” is
displayed, if the node is performing tasks, then it shows
the unique number of the task and the text that the node
encrypts. After the “Active Tasks” section, there are two
fields that indicate the health status of the node: “Node
Status” shows the state diagnosed by the algorithm, and
“Actual Status” shows the state of the node, which only
the node itself knows.

The Make Node box has three buttons that change
the actual state of the node to working, failed, and
disabled, respectively. You can also change the

probability of node failure. Clicking on the "Remove"
button of the corresponding node will remove this node
from the system network.

The “Tasks” tab contains all the functionality
related to the logic of performing tasks in the system
(Fig. 3).

On this tab, the block about the execution of tasks
in the system is duplicated, and a new block is also
placed, which displays more detailed information about
the execution, namely: about the progress of the
execution of tasks, the load on the server processor, the
average load for 1, 5 and 15 minutes (Load Average) and
the average task execution time of all nodes together.
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Fig. 3. “Tasks” menu

Average load shows the demand for running
threads as the average number of running and waiting
threads:

— if the values are equal to 0.0, then the system is
idle;

— if the average value for 1 minute is higher than
for 5 or 15, the load increases;

— if the average value for 1 minute is lower than
for 5 or 15, the load is reduced;

— if the load value is higher than the number of
processors, then you may have performance problems
(depending on the situation).

The "Diagnostics” menu displays information about
the algorithm for diagnosing system nodes (Fig. 4).
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023, 20:13:37 »>> MMepeipka CaKak# ACCTATHOCTI. Peaynbrar: Heratuenui. Tecria: 6/5. MpoaosieHHA 360py AlarHoCTWYHO! iHdopMauli
3, 20:13:38 >2> Byaon Ne 2 aasepiums nepesipky Byana Ne 4. Peaynstar: Cnpasuil - SHGHeHHS NEPERan0 NPOTECTOBAHOMY Byany
iPka O3HaKu A0CTaTHOCTI. PeaynbTar: Heratuesui, Tectie: 7/5. TpoaoskeHHs 360py AiarHoCTUHO! iHgopmall
3:40 >>> Byaon Ne 4 3asepuwms nepesipky Byana N¢ 2. Peaynitar: CnipasHuii - 3H4EHH NepeaaHo NPOTECTOBaHOMY Byany
40 >>> MNepesipka 03HaKK AocTaTHOCTI. Peaynsrar: Heratushui, Tectis: 8/5. Npogoeienks 360py AlarHOCTUHHOT iHdopMaL

23> BUKOHYETLCS AeWMPPaLIR CHHAPOMY

3:42 »>> Nepesipka caHaku RoCTaTHOCTI. PeayniTaT: NoauTuaHwit. Tecrie: 9/5. 3aseplueHHs 36opy AIarHOCTHIHON iHopmaLil

- 5, Hecnpashi - 0

Fig. 4. “Diagnostics” menu

On this tab, the block about working nodes in the
system is duplicated, and a new block is also placed that
displays more detailed information about diagnostics.

Two buttons appeared in the block about healthy
nodes: “Show the results of the last diagnosis” and
“Diagnosis settings”.

113




Advanced Information Systems. 2024. Vol. 8, No. 2

ISSN 2522-9052

When you click on the “Show results of the last
diagnosis” button, a window opens with information
about the last result of the diagnosis algorithm — the time
when such a result was obtained, a matrix of the results
of checks and the probability of serviceability of each
node.

When you click on the “Diagnostics settings”
button, another pop-up window opens, which displays
the functionality of changing system diagnostics
parameters:

— diagnostic accuracy;

— adequacy ratio;

— probability of failure of all nodes (one button for
all).

In the “Node Management” part of the block, you
can restart the system with a certain number of nodes in
the network.

Also, for convenience, there is a button that changes
the actual state of all nodes to working with one click.

Below, under the blocks, there are logs — a log of
events for the last 5 minutes related to the diagnosis
algorithm.

The log stores the time of the event and what kind
of event occurred:

— the node has performed a basic check;

— verification of the sign of sufficiency;

- result of diagnosis;

— execution of syndrome decipherment;

- “start” signal is given;

— a‘“stop” signal is given.

To confirm the correctness of the developed
software product, mathematical modeling of the process
of diagnosing the information system was carried out

(Fig. 5).
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Fig. 5. Dependence of the reliability of diagnosing D
on the number of failed modules Ni =0,95

At the same time, the information system was
divided into several subsystems, which contain a certain
number of modules.

For the division into subsystems, the number of
modules in each subsystem is important — it should not
exceed 30 modules.

This limitation is due to the limitation of the
computing power of modern microprocessor technology
when solving a class of NP-complete problems.

Based on the results of the simulation, the change in
the reliability of diagnosis based on the number of
modules that failed at different values of the given level
of reliability was determined Dgiy and p.

Analysis of these graphs shows that if there are no
failed modules Nrii =0, in all cases there will be 100
percent reliability D=1:

— at Nrail <5 the reliability of diagnosis approaches
1: D>0,98. Subject to a significant number of rejections
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Nfait = 6 ... 12 for a system with N=15 modules, the
reliability of diagnosis in any conditions is higher than
Dgiv;

— at Nril <7 the reliability of diagnosis approaches
1: D>0,98. Subject to a significant number of rejections
Nrail = 8 ... 16 for a system with N=20 modules, the
reliability of diagnosis in any conditions is higher than
Dyiv;

— at Nni<9 the reliability of diagnosis
approaches 1: D > 0,98. Subject to a significant number
of rejections Nt = 10 ... 20 for a system with N =25
modules, the reliability of diagnosis in any conditions is
higher than Dg;

— at Nmi <11 the reliability of diagnosis
approaches 1: D > 0,95. Subject to a significant number
of rejections Nt = 14 ... 22 for a system with N=30
modules, the reliability of diagnosis in any conditions is
higher than Dgjy.

The analysis of the graphs of the dependence of the
reliability of diagnosis D on the number of failures in the
Nril subsystem under the condition of varying the
dimensions of the subsystem N and the a priori
probability of the serviceable state of the modules p and
the given reliability Dgiv allows us to draw conclusions:

— the reliability of diagnostics practically does not
change due to the expansion of the system (change in the
number of system modules N);

— reliability values significantly depend on the
number of failures Ngii — when the number of Ngi
increases, the reliability of diagnosis decreases D;

— the dependence of the reliability on the a priori
probability of the working state of modules p shows a
slight increase in reliability with increasing value p.

Therefore, these results confirm the main property
of test diagnosis — the possibility of diagnosis with a
reliability not lower than the specified one.

Conclusions

A software application has been created for
monitoring parameters of the serviceable state of
computing devices of the information system of the
power plant based on the self-diagnosis algorithm using
a test method with a wandering diagnostic core to ensure
functional stability. An algorithm for detecting failures in
the system has been developed based on the decryption
of the totality of the results of the system's test checks.
This application allows you to increase the reliability of
diagnostics, reduce the time of diagnostics, and carry out
diagnostics with the specified completeness and depth.
The depth and completeness of diagnosis is determined
by the test task.

To confirm the correctness of the developed
software product, mathematical modeling of the process
of diagnosing the information system, which was divided
into several subsystems containing a certain number of
modules, was carried out. For the division into
subsystems, the number of modules in each subsystem is
important - it should not exceed 30 modules. This
limitation is due to the limited computing power of
modern microprocessor technology during the solution
of a class of NP-complete problems.

Prospects for further research are seen in the
improvement of the system due to the addition of new
functionality, namely the introduction of artificial
intelligence to ensure the functional stability of the
information system of the power plant.
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3abe3neyenHs GpyHkuioHANBHOI cTiliKkocTi iHpopMaLiiHOI cHCTEeMH e1eKTPOCTAHIIT
HA OCHOBi MOHITOPUHIY apaMeTpPiB CIPABHOI0 CTaHYy 00YMCIIOBAIBHUX NPUCTPOIB

0. B. bapa6ami, O. B. Cunuyk, 1. I1. Cananna, B. A. Mamkos, M. 0. Muponrok

AHoTanis. OyHKIIOHATBHA CTIHKICTD iHPOPMAIIIHOI CHCTEMH €JIeKTPOCTAHIIIT 3a0e3Meuy€eThCsl KOMITIEKCOM MPOIECiB
Ta MEXaHIi3MIB, SIKi 3[aTHI HMiATPUMYBaTH HOpPMalbHY POOOTY CHCTEMH HaBiTh B YMOBAaX BHHUKHEHHS ITOMWJIOK, Bi]MOB a0o
HETaTUBHUX BIUMBIB. MeTa mocmimkeHHs. BaxinueuMm acrektoM 3abe3rnedeHHs (QyHKI[IOHATBHOT CTIHKOCTI iH(pOpManiiHol
CHCTEMH € MOHITOPHHT if CIIPaBHOT'O CTaHy, OCKIJIBKYU BiH J0oIoMarae ieHTH(iKyBaTH, aHali3yBaTH Ta BYACHO pearyBaTH Ha Oyib-
sKi mpoOiiemMu, 3a0e3neuyroun HajuiliHy Ta Oe3nepebiliHy poboTy cuctemu. Byno mnpuidHATO pimieHHS o0OpaTH TeCcToBe
JIarHOCTYBaHHS 3a MPHHIIUIIOM OJyKAruoro iarHOCTHYHOTO siipa. Pe3yabratm mocaimkeHHs. Po3poO6ieHO anroputM
BUSIBJICHHS BiZ]MOB B CHCTEMi Ha OCHOBI Iemudparii CyKyHmHOCTi pe3yJbTaTiB TECTOBHX IEPEBIpOK cHCTeMHu. Po3poOieHnit
MIPOTPaMHUI 3aCTOCYHOK O3BOJIIE BiIICTEKYBATH CTaH Pi3HUX KOMIIOHEHTIB iHQOPMAIIIfHOI CHCTEMH Ta CBOEYACHO BHSBISATH
MOJKIIHBI Tpo0ieMu ab0 BiIMOBH 3 METOIO MIATPUMKH Oe3mepepBHOI poOoTH cucTeMu. JaHnii 3aCTOCYHOK JJO3BOJISE TTiJBHIIUTH
JOCTOBIPHICTH TiarHOCTYBaHHs, 3HU3UTHU Yac J1arHOCTYBaHHS Ta IIPOBOIUTH J1arHOCTYBAHHS i3 3aJaHOO TIOBHOTOIO Ta TITMOHHOIO.
I'muOvHa i MOBHOTA AiarHOCTYBaHHS BH3HAYAIOTHCS TECTOBUM 3aBjaHHS. Bepmikamisi. s minTBeppKeHHsS NMPaBHIBHOCTI
PO3pO0JICHOTO TMPOTPaMHOT0 MPOAYKTY MPOBEICHO MaTeMaTHYHE MOJCIIOBAaHHS TMPOIECY AiarHOCTYBaHHs IH(POpMAIiiHOT
CHCTEMH, sIKa p030MBaach Ha KiJIbKa MiICUCTEM, SIKi MICTATh B OOl ITEBHE YUCIO MOIYJIIB. J{J1s pO30UTTS Ha MiJICHCTEMH BaXKJIUBE
3HAUeHHS Ma€ KUIBKICTh MOJYJNIB Yy KOXKHIHM MiIcHCTeMi — BOHa He NMOBMHHA nepeBuinyBatu 30 moxydiB. JlaHe oOMexeHHs
00yMOBIIEHO OOMEXKEHICTIO OOYMCIIOBAIIFHOT ITOTY)KHOCTI CyYacHOI MIKPOMPOLECOPHOI TEXHIKM TMiJ Yac pillleHHS Kiacy
NP-moBHUX 3amad.

Knw4uoBi ciaoBa: indopmariiiHa cucrema; QyHKI[IOHANbHA CTIHKIiCTh; 30BHIILIHI Ta BHYTPILIHI JecTabii3ytoui hakTopH;
MOHITOPHHT; 1iarHOCTYBaHHsI; TECTOBHI KOHTPOJIb; €IEKTPOCTAHILisI; HMOBIPHICTb.
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