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METHOD FOR GENERATING A DATA SET FOR TRAINING A NEURAL NETWORK

IN A TRANSPORT CONVEYOR MODEL

Abstract. The object of research is a stochastic input flow of material coming in the input of a conveyor-type transport
system. Subject of research is the development of a method for generating values of the stochastic input material flow of
transport conveyor to form a training data set for neural network models of the transport conveyor. The goal of the
research is to develop a method for generating random values to construct implementations of the input material flow of a
transport conveyor that have specified statistical characteristics calculated based on the results of previously performed
experimental measurements. The article proposes a method for generating a data set for training a neural network for a model
of a branched, extended transport conveyor. A method has been developed for constructing implementations of the stochastic
input flow of material of a transport conveyor. Dimensionless parameters are introduced to determine similarity criteria for
input material flows. The stochastic input material flow is presented as a series expansion in coordinate functions. To form
statistical characteristics, a material flow implementation based on the results of experimental measurements is used. As a zero
approximation for expansion coefficients, that are random variables, the normal distribution law of a random variable is used.
Conclusion. It is shown that with an increase in the time interval for the implementation of the input material flow, the
correlation function of the generated implementation steadily tends to the theoretically determined correlation function. The

length of the time interval for the generated implementation of the input material flow was estimated.
Keywords: transport conveyor; neural network; stochastic process; dataset generator; material flow.

Introduction

Conveyor-type transport systems service a very
important role in reducing the cost of material extraction
in the mining industry [1,2]. The conveyor is not only
the most economical way to move bulk materials, but
practically the only means for moving material over
difficult terrain [3]. Reducing the unit cost of
transporting material is achieved by increasing the
material loading factor of the transport system. For the
mining industry, the value of the load factor for the
standard operating mode of the transport system is in
the acceptable range of 0.5-0.7 [4]. At the same time,
the share of costs for moving material in transport
systems several kilometers long reaches 20% [5, 6]. As
the uneven loading of the transport system with material
increases, the load factor decreases, which leads to a
nonlinear multiple increase in transport costs [7, 8]. To
reduce transport costs, systems are developed to control
the speed of the conveyor belt [9, 10], to control the
flow of material from the accumulating bunker [11-13],
combined control systems [14]. Cost reduction methods
using energy management methodology are also
proposed [15]. At the early stage of designing systems
for controlling flow parameters, models were mainly
used, the calculation of parameters of which is based on
numerical methods: finite element method (FEM) [16],
finite difference method (FDM), system dynamics
equations [17]. Models based on numerical methods
made it possible to synthesize algorithms for controlling
the flow parameters of a single conveyor.

The emergence of an analytical model of a
conveyor [18] made it possible to design control
systems for branched transport systems consisting of a

dozen conveyors [13]. The next stage in the
development of models, as well as control systems for
the flow parameters of a transport conveyor, was the
construction of transport system models based on the
use of regression equations [19, 20] and neural networks
[21-23]. Models using neural networks opened up the
possibility of modelling extended and highly branched
transport systems containing hundreds of individual
conveyors. The characteristics of extended conveyor
systems, the length of which reaches one hundred
kilometres, are given in [24]. An analysis of the
functioning of highly branched conveyor-type transport
systems is presented in [25, 26]. In parallel with the
development of models based on neural networks,
analytical models for extended transport systems
consisting of a large number of sequentially located
conveyors were improved [27]. Representing the state
of flow parameters along the transport route in the form
of a series using Heaviside functions made it possible to
obtain compact analytical expressions for modelling the
state of flow parameters of conveyors sequentially
located along the transport route. This has opened up
new opportunities for aggregating extensive conveyor-
type transport systems.

However, a promising direction for modeling
highly branched transport systems remains the direction
based on the use of neural networks. A model of a
branched transport system based on a neural network is
presented in [28]. When training a neural network, a
data set was traditionally used that was built for a
deterministic input material flow. This is due to the
difficulty of generating data sets for training neural
networks in transport conveyor models, which is the
main obstacle to the use of these models for the design
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of highly efficient control systems. To solve the
problem of generating a training data set, the results of
experimental measurements of the input material flow
can be used [29, 30]. Currently, there are already
publications  containing an analysis of the
implementation of a stochastic flow of material coming
in the input of a transport conveyor [31, 32]. Typically,
a single study contains only one realization of stochastic
material flow, that is not sufficient to generate a training
dataset. On the other hand, the duration of experimental
measurements should exceed the average time of
material transportation along the route in order to
exclude the influence of the initial distribution of the
material flow along the route on the value of the output
material flow. For extended transport systems,
transportation time reaches several hours. This makes it
difficult to directly use experimental measurements of
the input material flow to construct a training dataset. In
this situation, designing a generator of values for the
stochastic flow of material coming in the input of the
transport system will solve this problem. Such a
generator, based on the values of the statistical
characteristics of the experimental flow of a material,
will ensure that the neural network is trained to generate
the required number of realizations of the stochastic
material flow with a given time duration. This will
make it possible to build an effective neural network
training process and improve both the modeling
accuracy and the accuracy of material flow control in an
industrial environment. This paper explores the
prospects for developing a generator values of
stochastic material flow based on functional
relationships between the statistical characteristics of
implementations input material flow obtained from
experimental measurements.

Problem statement

With a limited set of sample data specified by a
single implementation of a random stationary process
on time interval t e [tmin.tmax |, time averaging for

stationary process A(t) can be replaced by averaging
over the statistical population

l tmax
™ = trax — tmin tn'!.:(t)dt; )
1 tmax
6,2 = — [ (a@-m Pdt; (2
mex " tmin ¢ .
k,(m) = ]/(tmax —Umin )X
tmax
x j (A(t)—my ) (At +7)—m, )dt; ®)
tin

ks () =k, (=n),
Amax = Max (A(t));
Amin = min(ﬂ(t)); (4)

tmax =Max (t); tmin =min(t); t e [tmin, tmax |-

where m, , o, is the mathematical expectation and
standard deviation for random process A(t) , calculated
based on its implementation; Aoy, Amin  are

maximum and minimum value of the implementation of
a random process A(t) ; k; (n) is correlation function of

a stationary process; m is correlation time. A sufficient
condition for the fulfillment of equalities (1) — (3) is the
limit equality:

lim k; (n) > 0. ()
n—>o

Let us define the input flow of material in the form
of a random stationary process y(z), that determines the
value of the input flow of material y at an arbitrary
moment of dimensionless time t. Let us introduce

dimensionless parameters to describe the material flow
arriving on the entrance of the transport conveyor:

At 2
o URp P N
m, tmax_tmin (6)
pop min g o),
tmax_tmin
m=1; o=k ks(9) =k (-9). @)
my,

and present the statistical characteristics of the
parameters of the material flow in dimensionless form:

Tn=2—n—l; n=0,N; i=o,ﬁ; (8)
N 2
11 1 N
mZEJK(T)dT:N—H%ﬂTn);
i (9)
2 1 1 2 1 N 2
e :E_J.l(y(f)_m) dT:mn:O(Y(Tn)—m) ;
1% )
k(%) =5 [ (7(2)=m) (4 + &) ~m)de = =
v © o
x > (7)) -m)(r(z, %) -m), .%zzﬁ.
n=N/2

Let us replace the implementation of stationary
process y(t) with the implementation of a random

process, represented by a sequence of random values of
the material flow ©,, constant in the value during
random time intervals T, . Random variables ® and T

have a given distribution law. For the presented
approximation of random process vy(t), it is necessary

to construct a random flow generator with statistical
characteristics (1)—(3) that define random process y(t) .

Construction of a generator of input
material flow values to form a training data set

Let us define the input flow of material y(t) in
the form of decomposition:
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(1) =m(t) + ie)npn (),

m(t) = m = const ; (11)
n=0
Pn(t)=H(ty —1) - H(Tn—l _T);
0, S<O0; n
H(S)={L 550 —EOTK . (12)

where ©,, is independent centered random variables
with standard deviation cg,; m(t) is mathematical
expectation of random process y(t); T, is independent
random variables with standard deviation o1, and
mathematical expectation my,; H(x) is Heaviside

function.
Functions p,(t) are orthogonal functions on

interval te [rn_l, Tn]

1 n 1 if n=k;
[ pa@pcT=1 (13)
Th— Tn_i o 0 if nk.

The sequence of values of random variables
(©,,T,) form the implementation of the random

process y(t):
y(t)=m+H(tg—1)0g+..=0p; 0<1<10;
y(t)=m+H(zp —7)0q +
+(H(zp—7)-H(g—7))O1 +...=Oy;

79 ST <1,

(14)

y(@)=m+H(rg—7)0y +...+
+(H(zy—7)—H(tn_1 —7))Op +...= Oy;
Thog ST<1h.
Along the dimensionless time axis [0,1] there is a
simple flow of events T(t) with intensity 1/my,. At
the moment of occurrence of event T,,, random process
O(t) takes on a random value ®,, keeping it constant
until the occurrence of the next event T,,; (12). The
centered random variables ©g, 0, ©,,...,0, are
independent and distributed with the same density
fo(®) and standard deviation g, =0g:
Amax—m
1= [fe(0)O; M [@ﬁ] =65, =c4. (15)
Amin—m
Likewise, random variables Ty, T, Ty,... T, are

independent and distributed with equal density. Let us
assume in the zero approximation that the probability of

occurrence of event T,, has an exponential law:

fr (T) = (Y my )-exp(=T/myr );

i 6
1= J. Ymy )-exp(=T/mp )T; my =M[T]. (16)
0

Let us determine the characteristics of the
stochastic material flow y(tr). Since the time

dependence is concentrated in the deterministic function
pp, (1), and the random behavior in the random variable

0, , it follows:

M [7(1)] =M {m(r) + Z OnPn (T):| =m+
(17)

n=0

+2 M[Onon(D)]=m+ . pr(0IM [0, ]=

n=0 n=0
D[r(z)] =
o0 2 o0
=M [Z ©npn (T)J =Y PR | F | = (18)
= n=0
=Y p(0)oBy = Y. oBn =B,
n=0 n=0

If at time T event ® is observed, this means that
event T, >(t—t,) has occurred. Let us find the
probability that at time t event ®, is observed and

event T,>(t+9-1,) will occur. Let’s use
conditional probability
P(Ta2(r4+9-1) Ty 2(r-17y)) =
—P(Tn2 (t+9-15) )/ ( (r- Tn) (19)

T+9-1, -1, 9
=exp| —— " | [ exp| - =exp| — |.
My My My

Thus, the probability that at time T event ®, is
observed and event T, > (t+9 -1, ) occurs, provided
that event T, > (t—1t,) occurs, is exp(~9/my ). Let

us use this result to calculate the correlation function for
a random stationary process y(t) :

k(%) =M H i Onpn (T)][i@ipi (r+ g)ﬂ -

n=0 i=0
=M {Z > 0i0np (r+3)pn(r)}=
n=0i=0

=M {i O pn(r+ 9Py (r)} - (20)

n=0

S (@8 pn(r+ 9 (7) ] =

n=0
= 2 2 4
= M| &} M [y (r+Dpn()] = of exp(——j,
n=0 mr
where M [®i®n]: 0, due to the fact that the centered
random variables ®, are independent centered random

variables; M[@ﬁ] =c%) by definition (15); pp(t)=0
if ©¢[t,_1,1,] by definition of function p,(t) (12).
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The correlation function is proportional to 02®,

since for an arbitrary moment in time t € [Tn—lafn] the

value of the material flow is constant, and the dispersion
for the distribution law for each random variable

00.,01,0,,...,0, isequal to 62, M[@ﬁ] =03 .

Expression (11) is the canonical expansion of the
stochastic process y(t) into coordinate functions
pn (z) . The expansion coefficients are centered random
variables ®,. The coordinate functions p,(t) are
orthogonal on the interval te [‘Cn_l,‘tn]. The type of
coordinate functions is chosen from the condition of
optimal approximation of the implementation of the
input material flow. This choice of a coordinate function
can correspond to the method of extracting material at
different speeds of moving of equipment at different
time intervals. The canonical expansion can have
different laws of distribution of random variables ®,,.
Thus, a stochastic flow of material can be represented
by different versions of the law of distribution of
random variables ®,, . The equality of the mathematical
expectation, standard deviation and correlation function
for two processes does not mean the equality of the
distribution laws of two random processes. As a zero
approximation, we will assume that random variables
®, have a normal distribution law.

Taking into account that 3o <m [8], we rewrite
expression (15) in the form
Amax—m
j fo (©)O ~
Amin—m

Amax —M
max 1

®
~ exp| — de ~. 21
P L

Amin
o8]
1 ]
~ I exp| —— 0=1
. OaV2n 20
The probabilistic characteristics of a stationary
stochastic process do not depend on time. Thus, the one-
dimensional distribution density of the values of the
stochastic input material flow (4) does not depend from
time, and the mathematical expectation and dispersion

of the stochastic material flow are constant values.
Despite the fact that random process y(zt) is represented

by a composition of a set of random variables 2, the law
of distribution of values of random process y(t) with

selected coordinate functions p,(t) is not a normal

distribution law. This is explained by the fact that for
different sections of the random process y(tr) and

v(t+ 3) the probability of their coincidence is not zero,
but is determined by the expression:

Pir() = v(x+9)} = eXIO(— mij - (22)

T

On the other hand, for two random variables
distributed according to the normal distribution law, the
probability of matching the values is zero. It follows
that when approximated in the form of canonical
expansion (11), the distribution law of material flow
values is not a normal distribution law.

Analysis of results

As an example, consider the construction of a
generator of input material flow values to simulate the
material flow incoming to the input of a transport conveyor
(NCC Industry, Uddevalli, Sweden), Fig. 1 [29].
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Fig. 1. The input material flow A(t)
(NCC Industry, Uddevalli, Sweden, [29]):
a — implementation of the input material flow;
b — histogram of the distribution of values A
of the input material flow

Taking into account dimensionless parameters (6),
(7), let's present the input flow of material A(t) in
dimensionless form y(t), Fig. 2.

The implementation of a dimensionless material
flow y(t) contains minimums, which characterize the
process of supplying material in batches with a quasi-
constant value of the input material flow. Let us define
the input flow of material within time interval

Te[tn_l,rn] in the form of the following
approximation:
1
m=—-— [ ye)r, (23)
Tn = Th Tpt
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Fig. 2. Dimensionless input material flow y(t):
a— implementation of the input material flow;
b — histogram of the distribution of values y
of the input material flow

where v, is the average value of the material flow in
interval te[tn-1, Tn].

The input material flow in accordance with the
approximate expression (23) is presented in Fig. 3. For
the original implementation of the material flow (Fig. 2)
and the approximated implementation (Fig. 3) the
correlation functions are shown in Fig. 4.
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Fig. 3. Dimensionless approximated input material flow y(t):
a — implementation of the input material flow;
b — histogram of the distribution
of the input material flow values y

Statistical characteristics calculated based on the
implementations of the input material flow are
presented in Table 1. The mathematical expectation,
standard deviation, and even the maximum value differs
slightly for the implementations of the input material
flow, which indicates a fairly accurate approximation of
the input material flow.
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Fig. 4: Correlation function ks(8) for the implementation of the input material flow:

a — the initial implementation of the input material flow;
b — an approximated implementation of the input material flow
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Table 1 — Characteristics of the implementation of the input material flow

Original Approximated Relative deviation
Parameter implementation, x; implementation, x, % —Xo| / %4
Mathematical expectation 0.0510781 0.0514527 0.0073338
Standard deviation 0.0153045 0.0145025 0.0524028
Maximum value 0.0725200 0.0691900 0.0459183
Minimum value 0.0000000 0.0000000 -

For small values of 8  [0; 0.1] the correlation
function for the approximated implementation of the
input material flow is a fairly accurate approximation of
the original implementation. For value § >0.1, the
correlation ~ function  for  the  approximated
implementation can be represented as averaging the
values of the correlation function for the original
material flow implementation. This behavior can be
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explained by the fact that the average length of the
approximation interval AT, =T, —Tha is
approximately equal to value M[At,]~0.1.

To implement the input material flow, constructed
using a random process value generator for the input
material flow (11), the correlation function is presented
in Fig. 5.
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Fig. 5: Correlation function ks(3)for implementing the generated values of the input material flow at time interval [r min + T max ]
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For generation time interval e [-1;1],
corresponding to the initial implementation for
dimensionless material flow y(t), the correlation

functions  for the original and  generated
implementations are quite different (Fig. 5, a).

A double (Fig. 5, b) and quadruple (Fig. 5, c)
increase in the generation time interval led to the

convergence of the two correlation functions.
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A further increase in the time interval of
generating values of the input material flow leads to the
fact that the correlation function of the generated
material flow takes the form in accordance with the
expression (20) obtained above. The distribution
densities of random process y(t) values for each variant
of the correlation function in accordance with the length
of the generation time interval are presented in Fig. 6.
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Fig. 6: The histogram distribution of generated values
for the input flow of material k(8;) on time interval [tmin, Tmax |
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Comparative analysis of statistical characteristics
for the initial, approximated and generated
implementation of the input material flow is given in
Table 2. The characteristics of the generated
implementation of the input material flow are given for
interval t e [-1; 63]. The implementations of the input
material flow, which are given in Table 2, have similar

Let us consider the implementation of the input
material flow generated in accordance with the
canonical expansion of the random process (11) on
interval te[-1;1] (Fig. 7). The histogram of the
distribution of dimensionless values of the input
material flow in this case, as well as the correlation
function, are quite different from the histogram of the

values of the mathematical expectation and standard distribution of dimensionless values of the initial
deviation. implementation of the input material flow.
Table 2 — Comparative analysis of the characteristics of the implementation of the input material flow
Parameter . Original - Approximated implementation _The generatgd
implementation implementation
Mathematical expectation 1.0000000 1.0073338 0.9766413
Standard deviation 0.2996297 0.2839282 0.2857810
Maximum value 1.4197871 1.3545927 1.9190534
Minimum value 0.0000000 0.0000000 0.0843052
v(T)
2.0
1.8
1.6
1.4 =
1.2 P aim
1.0 e | | — —
0.8
0.6
0.4
0.2
0.0
-1.0 -0.5 0.0 0.5 1.0

Fig. 7: An input material flow y(z):

blue line is implementation of the input material flow based on experimental data;
black line is generated implementation of the input material flow

Increasing the interval for generating random
values of the input material flow leads to the fact that
the distribution law of the values of the generated
implementation of the input material flow approaches
the normal distribution law, but is not a normal
distribution law. Thus, the used canonical expansion
(11) with expansion coefficients of ®, can be accepted
for the analysis of input material flows only as a zero
approximation. Further research is required to clarify
the choice of the type of distribution law for random
variables @®,, which are used as coefficients of the
canonical expansion (11). However, despite similar
correlation functions (Fig. 4) and similar values of
statistical characteristics (Table 2), the presented
material flows differ significantly. The type of
distribution law for the values of the input material flow
has a significant impact on the generation of values the
implementation of the input material flow.

Conclusions

The current problem of generating a data set for
training a neural network in a model of a branched,

extended transport conveyor is considered. To generate
a training data set, a method is proposed for
constructing implementations of the input material flow
with given statistical characteristics using a generator of
random values of the input material flow.

To solve the problem of generating a data set for
training a neural network, a two-stage method for
constructing an implementation of the input material
flow is proposed.

An  approximation of the experimental
implementation of the input material flow by a
canonical decomposition with given coordinate
functions in order to determine its statistical
characteristics is performed at the first stage. At the
second stage, the statistical parameters of the
decomposition coefficients used to generate random
values of the input material flow are calculated.

An estimate is given of the minimum length of the
time interval required to generate random values. It is
shown that the length of the time interval has a
significant impact on the statistical characteristics of the
constructed implementation of the input material flow.
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Metoa ¢opmyBaHHs1 Ha0OPY AAHUX A1 HABYAHHS HelipOHHOT Mepeki
Y MoJeJli TPAaHCTIOPTHOT0 KOHBe€epa

O. M. Ilirnacruii, I'. K. Koxesnikos, A. Bypayx

AHoTanisi. O0’€KT AOCTIIUKeHHsI — CTOXaCTHYHMI BXIJAHUI MOTIK Marepiaiy, L0 HaAXOIAWTh HA BXiZ TPaHCIOPTHOI
CHCTEMH KOHBEEPHOTO THITy. [IpeaMeT IoCHipPKeHHs — po3poOka METOAy TIeHepyBaHHS 3HAau4eHb CTOXACTHYHOTO IOTOKY
BXIZIHOrO MaTepiajly TPaHCIIOPTHOTO KOHBeepa i (OpMyBaHHS HaBYAJIBHOTO HA0OpY MAaHMX B MOJEISX TPAHCIOPTHOTO
KOHBEEpPa, 3aCHOBAHHMX Ha HEHPOHHI Mepexi. MeToro 1ocixKeHHs € po3po0ka METO/ly TeHepYBaHHS BUMAJKOBHX 3HAYCHB IS
noOyI0BU pearti3aliii BXiJJHOrO0 IMOTOKY MaTepialy TPaHCHOPTHOTO KOHBEEPA, IO Mae 3aJaHi CTATHCTUYHI XapaKTepPUCTHKH,
pO3paxoBaHi Ha OCHOBI Pe3yJIbTATiB MONEPEJHO BUKOHAHHX EKCIIEPHUMEHTAIBHUX BUMIpIOBaHb. Pe3ynbraTh IOCHiKeHHS. Y
CTaTTi MPOMOHYETHCSI MeTOA (hopMyBaHHs HaGOpy JAaHMX JUISl HABYAHHS MOJENI HEHPOMEPEeX PO3Taly’KEHOro MPOTSHKHOTO
TPaHCIIOPTHOTO KOHBeepa. Po3pobneHo Mmetox moOyZOBM peamizaliii  CTOXaCTHYHOTO BXiJHOTO MOTOKY Marepiaiy
TPAHCIIOPTHOTO KOHBeepa. BBemeHo 0e3po3MipHi mapaMeTpH, IO JO3BOJSIOTH BU3HAYUTH KPHUTEPii MOMIOHOCTI /IS BXIiTHUX
noTokiB Marepiany. CToXacTHYHHMII BXiJHUI MOTIK MaTepiany HpEeICTaBICHHN Yy BUIJIAI PO3KJIAJAHHS B PsiJi KOOPIMHATHHX
¢yskuiii. J{1s ¢GopMyBaHHS CTaTUCTUYHMX XapaKTEPUCTHK BHKOPUCTAHO peali3allifo MOTOKYy Marepiany, HOOyJoBaHy Ha
pe3ynbTaTax eKCIepHUMEHTAIbHIX BHUMIpIOBaHb. SIK HyJIbOBe HaOMMKEHHS Ul KOe(ilieHTIB PO3KIaNaHHs, [0 € BUIAaAKOBUMHU
BEJINYMHAMH, BUKOPHUCTAHO HOPMAJIbHUM 3aKOH PO3MOALTY BUNAAKOBOI BenmuuHH. [Toka3aHo, IIO 3i 30LIBIIEHHSM YacOBOTO
IHTepBaly VIS peaii3amii BXiZHOTO IOTOKY Marepiady (YHKIS KOpemsIii 3reHepoBaHOI peaii3amii HaOJIDKA€THCS MO
TEOPETHYHO BU3HA4YeHO! (QyHKUil Kopemsuil. BukoHaHO OLHKY MOBXKHHHM YacOBOTO iHTepBaly Uil 3reHEpOBaHOI peasizamil
BXI1JJHOT'O TIOTOKY Matepiaiy.

Kaw4oBi ciaoBa: TpaHCHOPTHHIT KOHBEEp; HEHPOHHA MepeXka, CTOXaCTUIHHH IIPOIIeC; FeHepaTop Habopy AaHMX; HOTIK
Marepiaiy.
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