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COMPARATIVE ANALYSIS OF SPECTRAL ANOMALIES DETECTION
METHODS ON IMAGES FROM ON-BOARD REMOTE SENSING SYSTEMS

Abstract. The subject matter of the article is methods of detecting spectral anomalies on images from remote
sensing systems. The goal is to conduct a comparative analysis of methods for detecting spectral anomalies on
images from remote sensing systems. The tasks are: analysis of the main methods of detecting spectral anomalies on
images from remote sensing systems; processing of images from remote sensing systems using basic methods of
detecting spectral anomalies; comparative assessment of the quality of methods for detecting spectral anomalies on
images from remote monitoring systems. The methods used are: methods of digital image processing, mathematical
apparatus of matrix theory, methods of mathematical modeling, methods of optimization theory, analytical and
empirical methods of image comparison. The following results are obtained. The main methods of detecting spectral
anomalies on images from remote sensing systems were analyzed. Processing of images from remote sensing
systems using the basic methods of detecting spectral anomalies was carried out. A comparative assessment of the
quality of methods for detecting spectral anomalies on images from remote monitoring systems was carried out.
Conclusions. The spectral difference of the considered methods is revealed by the value of information indicators -
Euclidean distance, Mahalanobis distance, brightness contrast, and Kullback-Leibler information divergence.
Mathematical modeling of the considered methods of detecting spectral anomalies of images with a relatively
“simple” and complicated background was carried out. It was established that when searching for a spectral anomaly
on an image with a complicated background, the method based on the Kullback-Leibler divergence can be more
effective than the other considered methods, but is not optimal. When determining several areas of the image with
high divergence indicators, they should be additionally investigated using the specified methods in order to more
accurately determine the position of the spectral anomaly.

Keywords: spectral anomaly; detection; remote sensing; imaging; Mahalanobis distance; brightness contrast;

Kullback-Leibler divergence.

Introduction

Formulation of the problem. Systems of remote
sensing of the Earth provide wide opportunities for
both operational shooting and accumulation of data
archives [1].

So, for example, space systems for remote sensing
of the Earth have the ability to receive images of the
land and water surface under different observation
conditions (time of year, day, cloud cover, etc.). The

information received from Earth remote sensing
satellites is used in the following areas [1, 2]:
agriculture, land use, forestry, control of water

resources, observation of coastal zones and oceans,
climatology, control of global atmospheric phenomena,
meteorology, geodesy, cartography, urban planning,
search for minerals and energy sources, emergency
monitoring, etc.

When processing images from remote sensing
systems, detection of spectral anomalies is relevant [3].
Qualitative detection of spectral anomalies makes it
possible to further identify certain features of objects of
interest and decipher the image.

Therefore, the task of detecting spectral anomalies
in images from airborne remote sensing systems has
been relevant.

Analysis of recent research and publications. In
paper [3] the classification of optical-electronic systems
for detection and identification of the image of objects

according to their spectral features is given. three types
of opto-electronic devices are consistently distinguished
before classification.

The first type is a spectral anomaly detector that
registers significant spectral differences between the
pixels belonging to the search object and its surrounding
neighborhood (background).

The second type of devices provides coordinated
spectral  filtering, which, with known spectral
components of the search object and the background,
performs spectral selection of the input signal with
maximum  suppression of  background spectral
components and minimal attenuation of spectral
components belonging to the search object.

The third type of optical-electronic devices is
designed to detect changes in the structure of two
images. These devices detect the presence of changes in
the structure of two images that are obtained at different
points in time, or when comparing two images, one of
which is a reference image and the other is the current
image.

The task of detecting anomalies can also be
interpreted as the task of image segmentation. Thus, in
paper [4] the method of image segmentation from an
unmanned aerial vehicle is considered. The main
drawback of [4] is the failure to take into account
spectral information regarding objects of interest.

Thus, the paper [5] considers the methods of
distinguishing the boundaries of natural objects. Texture
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recognition is performed using local binary patterns and
digital wavelet transformation. The disadvantage of [5]
is the application of the method only for a certain type
of objects of interest and the limitation of the texture
dictionary.

The paper [6] work developed a method of
semantic segmentation of images from space
surveillance systems. The method [6] is based on the
use of convolutional neural networks, for example,
modified U-net and RetinaNet architectures. The
disadvantage of [6] is the segmentation of images with a
certain type of objects of interest, for example,
airplanes.

In the paper [7], the use of the TL-ResUNet
architecture network is proposed for the segmentation of
satellite images. The disadvantage of [7] is its use only
for monitoring and analysis of agricultural land.

The paper [8] proposes a deep learning method for
segmentation of the urbanized territory. The main
drawback of [8] is its effectiveness only when
segmenting an image of an urban area.

The paper [9] proposes a method of segmentation
based on the algorithm of luminaries. The disadvantage
of [9] is the difficulty of determining the objective
function and the failure to take into account the spectral
differences between the images of the objects of interest
and the background.

The analysis of the dynamics of the object
detection process by spectral features showed that at the
initial stage of detection, when the spectral
characteristics of the background are known, and the
spectral characteristics of the search object are not
known, it is advisable to use the anomaly detector.

Recently, a number of methods for detecting
spectral anomalies have been created. However, none of
them is optimal [10]. Therefore, the task of improving
the method of detecting spectral anomalies, which
provides improved characteristics, has been relevant.

From the analysis of known works, it can be
concluded that there are two methods of detecting
anomalies that are similar in their properties:

1. A calculation method that uses the Euclidean
distance between different points. In relation to this
problem, the Euclidean distance is a line segment that
connects the ends of two random vectors that reflect the
spectral properties of a surface area in three-
dimensional space [11].

2. The Mahalanobis distance calculation method is
a measure of the distance between vectors of random
variables. Unlike the Euclidean distance, the
Mahalanobis distance takes into account the correlation
between variables and is scale invariant [12].

Based on the Mahalanobis distance, the anomaly
detection algorithm proposed for processing spectral
images in [13] is the RX-algorithm (RX detector). The
value of the spectral difference calculated by the RX
algorithm is the Mahalanobis distance to the average
value of the spectral signatures in the image. Thus,
signatures farthest from the average value, taking into
account correlation dependencies between spectral
channels, are considered anomalies. This algorithm
demonstrated high results of processing images with a

“simple” background, i.e. with one signature, but was
ineffective for more complex tasks.

3.The method for calculating the contrast
(brightness differences in three spectral channels)
between the search object (potential anomaly) and the
surrounding background is described in the paper [14].

4.The method based on Kullback-Leibler
divergence is described in the paper [15]. It represents
the information divergence (relative entropy), an
asymmetric measure of the distance from each other of
two probability distributions defined in the general
space of elementary events [16]. Information about the
separation of classes is contained mainly in the spectral
distributions of optical signals, and its amount can be
determined through the mutual information measure of
statistical ~ distributions - the  Kullback-Leibler
divergence. Information divergence (relative entropy) is
a mathematical expectation of the likelihood ratio and is
used in statistical processing tasks to divide two classes
by the difference of their mathematical expectation and
shows how much one distribution obeying the normal
law differs from another.

Previously, the information criterion was used by
the authors of this article as a measure of the
consistency of optimal signal processing in electro-
optical systems with dynamic spectral filtering [17-18],
and in the paper [19] the information criterion was used
to determine changes in the spectral structure of two
images.

Thus, the goal of the article is to conduct a
comparative analysis of methods for detecting spectral
anomalies based on the calculation of the Euclidean
distance, Mahalanobis distance, brightness contrast and
Kullback-Leibler information divergence on images
from airborne remote sensing systems.

Main results

1. Methods of detecting spectral anomalies of
images.

Each of the proposed methods includes the
following operations:

First: a digital RGB image is formed as a result of
registering the radiation of some object space [20].
According to the RGB color model, each element of

color images with coordinates (i, j) is represented as
a vector

Xi i =[x (i, 1) % (i, i), xg (i, )]
in three-dimensional Euclidean space, where Xp, Xg,

Xg - brightness values measured in red (R-red), green

(G-green) and blue (B-blue) spectral channels [21].

Secondly: the RGB image is conditionally divided
into parts of the same size, which are given
conventional designations (Fig. 1).

Third: the difference of each part of the image
(potential anomaly) relative to another part of the image
(potential background) is calculated.

The difference is calculated based on the
indicators of spectral characteristics: the background
mathematical expectation vector is calculated using the
expression [22]:
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where Xy — three-dimensional vector K -th element of

a representative sample of the background; b - the
number of elements of a representative sample of the
background.
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Fig. 1. The principle of detecting spectral anomalies of images

Accordingly, information about the spectral
characteristics of the signal of the image section with
the object of interest - a potential anomaly (vector of
mathematical expectation of the anomaly) is calculated
using the expression:

I RS
tA—l

where X 4 — three-dimensional vector A -th element of a

representative sample of the image area with a potential
anomaly; t — the number of elements of a representative
sample of an image area with a potential anomaly.

The decision about the presence of a spectral
anomaly in the area is made based on the highest
indicator of the corresponding method

The image (Fig. 1) shows an illustration of the
detection of a spectral anomaly (present on part No. 8).
In the given example, the part for calculating the
spectral characteristics of the conditional background
consists of areas No. 1-7 and No. 9.

In case of determination of several areas with
potential anomalies according to the highest indicators
of the selected criteria, it is suggested to reduce the area
of the image for analysis and carry out repeated
calculations.

It should be noted that since all areas of the image
except for the area with a hypothetical anomaly take
part in the calculations of the indicators of the
surrounding background, for the effective application of
the considered methods, restrictions should be

introduced - all elements of the surrounding background
should be close in terms of spectral brightness. The
cases of solving the following tasks may meet this
condition: searching for an object in a field, searching
for a surface object on the sea surface, searching for an
object in a snowy area during a rescue operation,
searching for an object of a certain color among multi-
colored objects, etc.

Let's consider the mathematical foundations of the
indicated methods of detecting spectral anomalies.

1.1. A method for detecting spectral anomalies of
images based on Euclidean distance calculation.

The Euclidean distance is calculated using the
expression [11, 23]:

D = Z(X _yl (3)
u i=1

where g — the number of characteristics; x;, y; — the

vectors being compared.

Based on the condition of applying the Euclidean
metric in the three-dimensional RGB space, we get that
the Euclidean distance is a line segment that connects
the ends of two vectors (potential anomaly and
background) that reflect the spectral properties of the
surface area in the three-dimensional space. Then the
expression (3) for calculating the Euclidean distance
will have the form:

D, =(ar —br)? + (3 —b6)* +(ag ~bg)? , (&)
where ap, ag, ag — brightness values of the vector of
potential anomaly (vector of mathematical expectation

of anomaly) iy ; =lar(i, j).ag (i, /).ag (i A,

which are measured in the red (R-red), green (G-green)
and blue (B-blue) spectral channels the number of
characteristics; by, bg, bg — brightness values of the

background vector (mathematic expectation vector of
the background) fig, , =[br (i /)b (i, 1).be (i '

which are measured in the red (R-red), green (G-green)
and blue (B-blue) spectral channels.

1.2. The method of detecting spectral anomalies of
images based on Mahalanobis distance calculation.

The Mahalanobis distance is calculated using the
expression [12]:

. e T w1, — -
On =i —i) 2 - ), ()
where £y — multivariate vector to some distribution with

mean vector i, and common covariance matrix X .

Based on the condition of measuring the
Mahalanobis distance in three-dimensional RGB space,
the expression (5) will have the form:

D =/(ia —fig)" I (iia — fig) » ©)

where A

i =[ar (i, j) ag(, j),ag(, AT - three-

dimensional potential anomaly vector to the distribution
of the background signal (mathematical background
expectation vector)
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fig; | =[bR . )b (i, /)b (i NI

and common covariance matrix I" of classes jip
and /g .

1.3. The method of detecting spectral anomalies of
images based on the calculation of the contrast
(brightness differences in three spectral channels) of a
potential anomaly relative to the background.

The calculation of the contrast (brightness
difference in three spectral channels) between the search
object (potential anomaly) and the surrounding
background is carried out using the expression [14, 24]:

C=(Yr -Yg)/(Yr+Yg), @)

where Yy, Yg — the values of the target and the

background signals.

Based on the condition of measuring the contrast
of the potential anomaly relative to the surrounding
background, the expression (7) will have the form:

C =R (in-is))/(A (iatie)), @

where F =[11 1]T — vector of the filter, which ensures

the minimum attenuation of incoming radiation by the
selecting device; ur, zig — mathematical expectations

of potential anomaly and background signals.
1.4. The method of detecting spectral anomalies of

images based on Kullback-Leibler information
divergence.
When solving the recognition task, the

mathematical probability expectation for classes wp
and wg is applied and the separation of classes is

estimated by the difference of mathematical
expectations [25]:

)
D_ip(X/wA)ln p(Y/wB)dx
_ip(X/a)B)lnde,

where p(?/ COA) — probability density of the accepted
implementation in the presence of a class signal w, ;
p(?/a}B) — probability density of the accepted
implementation in the presence of a class signal g ;
In p(f/wA)/ p(f/a)B) — likelihood ratios for classes
wp and og .

Assume that the accepted k-dimensional

realizations are subject to the presence of class signals
wp and wg obey the normal law with the

corresponding probability densities:
P(X/@p)=N(Za.Ta);

p(X/@g)=N(ig.Tg),

(10)

11)

where zia, 4g — mathematical expectations of classes
wp and wg; I'y — covariance matrix of class @a ;
I'g — covariance matrix of class wg .

Using (9), we obtain the Kullback-Leibler divergence
expression, which will have the following form:

¢T (+-1 -1\ ¢
5 1 & (FA +I'g )§ + @
2 +tr(r gt ra '

Al B +FBFA 21

where & =jip-fig — vector of the difference of
mathematical expectations of classes wp and wg; I —
unit matrix; tr(e) — trace of the matrix; I'y -
covariance matrix of class @, ; T'g — covariance matrix
of class wg .

2. Mathematical modeling of
detecting spectral anomalies of images.

The purpose of mathematical modeling is a
comparative assessment of the quality of methods for
detecting spectral anomalies on images from airborne
remote sensing systems.

2.1. Mathematical modeling of methods for
detecting spectral anomalies of images with a relatively
“simple” background.

First, let's assume that we have a color image with
a spectral anomaly (Fig. 2), the size of which is
900x900 resolution elements (pixels). It shows a red
square (spectral anomaly) on a green background.

methods for

Fig. 2. RGB image under study

Secondly, the RGB image is conditionally divided
into parts of the same size, which are given
conventional designations (for example, into 9 identical
parts) (Fig. 3).

Third: the difference of each part of the image
(potential anomaly) relative to another part of the image
(potential background) is calculated.

Using expression (4), the Euclidean distance of
each part of the image (potential anomaly) relative to
another part of the image (potential background) was
calculated. The Fig.4 shows a histogram of the
calculated Euclidean distance of conditional parts of the
RGB image under study.
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According to the results of mathematical
modeling, the decision about the presence of an
anomaly (object of interest) should be made for part
No. 5 (marked by the outline of a black square in Fig. 4)
based on the largest Euclidean distance indicator:
D, (N25) = 4,881.

Fig. 3. The studied RGB image is d|V|ded into 9
identical parts with conventional designations

Using expression (6), the Mahalanobis distance of
each part of the image (potential anomaly) relative to
another part of the image (potential background) was
calculated.

The Fig. 5 shows the histogram of the calculated
Mahalanobis distance of conditional parts of the studied
RGB image.
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Fig. 4. The histogram is significantly different from the
Euclidean conditional parts of the RGB image under study
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Fig. 5. The Histogram of the values of the Mahalanobis
distance of conditional parts of the studied RGB image

According to the results of mathematical
modeling, the decision about the presence of an
anomaly (object of interest) should be made for part
No. 5 (marked by the outline of a black square in Fig. 5)
based on the largest Mahalanobis distance indicator:

Dy, (M25) = 0,363.

Using expression (8), the calculation of the
contrast of each part of the image (potential anomaly)
relative to another part of the image (potential
background) was performed. The Fig.6 shows a
histogram of the calculated contrast of conditional parts
of the RGB image under study.
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Fig. 6. The Histogram of contrast values of conventional parts
of the studied RGB image

According to the results of mathematical
modeling, the decision about the presence of an
anomaly (object of interest) should be made for part
No. 5 (marked by the outline of a black square in Fig. 6)
based on the highest contrast index:

C(Ne5) = 0,003176 .

Using expression (12), the Kullback-Leibler
divergence of each part of the image (potential
anomaly) relative to another part of the image (potential
background) was calculated. The Fig.7 shows a
histogram of the calculated divergence of conditional
parts of the RGB image under study.
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Fig. 7. The Histogram of divergence values Kulback-Leibler
of conventional parts of the studied RGB image

According to the results of mathematical
modeling, the decision about the presence of an
anomaly (object of interest) should be made for part
No. 5 (marked by the outline of a black square in Fig. 7)
based on the largest divergence indicator:

Dy (Ne5) =1,082.
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2.2. Mathematical modeling of methods for
detecting spectral anomalies of images with a
complicated background.

First, let's assume that there is a color image
(Fig. 8), obtained from an aircraft in normal weather
conditions using a digital camera, with a size of
840x1040 elements of resolution (pixels).

5 ey A

Fig. 8. RGB image under study

It shows a parking lot with a spectral anomaly (a
yellow car) located on it. Secondly, the RGB image is
conventionally divided into parts of the same size,
which are given conventional designations (for
example, o 1o wdenticai par.s) (Fig. 9).

" & : I
i (7 | (i ' il

Fig. 9. The studied RGB image is divided into
16 identical parts with conventional designations

Third: the difference of each part of the image
(potential anomaly) relative to another part of the image
(potential background) is calculated.

Using expression (4), the Euclidean distance of
each part of the image (potential anomaly) relative to
another part of the image (potential background) was
calculated. The Fig. 10 shows the histogram of the
calculated Euclidean distance of the conditional parts of
the studied RGB image.
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Fig. 10. The histogram is significantly different from the
Euclidean conditional parts of the RGB image under study

According to the results of mathematical
modeling, the decision about the presence of an
anomaly (object of interest) should be made for part
No.7 (marked by the outline of a black square in
Fig. 10) based on the largest Euclidean distance
indicator: Dg(Ne7) =19,337.

Using expression (6), the Mahalanobis distance of
each part of the image (potential anomaly) relative to
another part of the image (potential background) was
calculated. The Fig.11 shows the histogram of the
calculated Mahalanobis distance of conditional parts of
the studied RGB image.
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Fig. 11. The Histogram of the values of the Mahalanobis
distance of conditional parts of the studied RGB image

According to the results of mathematical
modeling, the decision about the presence of an
anomaly (object of interest) should be made for part
No. 4 (marked by the outline of a black square in
Fig. 11) based on the largest Mahalanobis distance
indicator: Dy, (MNed) =0,493.

Using expression (8), the calculation of the
contrast of each part of the image (potential anomaly)
relative to another part of the image (potential
background) was performed. The Fig.12 shows a
histogram of the calculated contrast of conditional parts
of the RGB image under study.
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Fig. 12. The Histogram of contrast values of conventional
parts of the studied RGB image

According to the results of mathematical
modeling, the decision about the presence of an
anomaly (object of interest) should be made for part
No. 7 (marked by the outline of a black square in
Fig.12) based on the highest contrast index:
C(M7)=0,07.

Using expression (12), the Kullback-Leibler
divergence of each part of the image (potential
anomaly) relative to another part of the image (potential
background) was calculated. The Fig. 13 shows a
histogram of the calculated divergence of conditional

parts of the RGB image under study.
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Fig. 14. The studied areas of the RGB image are divided
into 12 identical parts with conventional designations

Using expression (4), the Euclidean distance of
each part of the image (potential anomaly) relative to
another part of the image (potential background) was
calculated. The Fig. 15 shows the histogram of the
calculated Euclidean distance of the conditional parts of
the studied RGB image.
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modeling, the decision about the presence of an
anomaly (object of interest) should be made for parts
No. 5 and No. 9 (marked by contours of black squares in
Fig. 13) based on the largest divergence indicator:

DKL (N95) = 3, 849 X
Dy (N29) = 4,078 .

In order to more accurately locate the spectral
anomaly, since the method based on the Kullback-
Leibler divergence is more effective than other methods
when solving the task of finding a spectral anomaly on
an image with a relatively complicated background,
additional calculations of these parts should be
performed. The Fig. 14 presents the investigated parts of
the RGB image (No.5 and No.9) divided into 12
identical parts with conventional designations. Part
No. 5 is divided into parts No. 51-56, and part No. 9 is
divided into plots No. 91-96.

2,256
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1 2 3 4 5 6 7 8 9 10 n

0,00 + 96~ Part

2 nuerer

Fig. 15. The histogram is significantly different from the
Euclidean conditional parts of the RGB image under study

According to the results of mathematical
modeling, the decision about the presence of an
anomaly (object of interest) should be made for part
No. 55 (marked by the outline of a black square in
Fig. 15) based on the largest Euclidean distance
indicator:

Dy (N255) = 57,848 .

Using expression (6), the Mahalanobis distance of
each part of the image (potential anomaly) relative to
another part of the image (potential background) was
calculated.
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The Fig. 16 shows the histogram of the calculated
Mahalanobis distance of conditional parts of the studied
RGB image.
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Fig. 16. The Histogram of the values of the Mahalanobis
distance of conditional parts of the studied RGB image

According to the results of mathematical
modeling, the decision about the presence of an
anomaly (object of interest) should be made for part
No. 56 (marked by the outline of a black square in
Fig. 16) based on the largest Mahalanobis distance
indicator:

Dy, (M256) =1, 775.

Using expression (8), the calculation of the
contrast of each part of the image (potential anomaly)
relative to another part of the image (potential
background) was performed. The Fig.17 shows a
histogram of the calculated contrast of conditional parts
of the RGB image under study.
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Fig. 17. The Histogram of contrast values of conventional
parts of the studied RGB image

According to the results of mathematical
modeling, the decision about the presence of an
anomaly (object of interest) should be made for part
No. 92 (marked by the outline of a black square in
Fig. 17) based on the highest contrast index:

C(N292) = 0,192 .

Using expression (12), the Kullback-Leibler
divergence of each part of the image (potential
anomaly) relative to another part of the image (potential
background) was calculated. The Fig.18 shows a
histogram of the calculated divergence of conditional
parts of the RGB image under study.
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Fig. 18. The Histogram of divergence values Kulback-Leibler

of conventional parts of the studied RGB image

S

According to the results of mathematical
modeling, the decision about the presence of an
anomaly (object of interest) should be made for part
No. 56 (marked by the outline of a black square in
Fig. 18) based on the largest divergence indicator:

Dy (M256) = 7,986 .

So, after analyzing the results of mathematical
modeling, the following conclusions can be drawn:

1. All the considered methods make it possible to
search for a spectral anomaly in an image with a
relatively simple background observed using an electro-
optical system.

2. When searching for a spectral anomaly on an
image with a complicated background, the Kullback-
Leibler divergence method can be more effective than
the other considered methods, but it is not optimal.

3. The application of the considered methods can
provide both basic and additional information for
determining areas for further analysis during the search
for a spectral anomaly.

4. When determining several areas of the image
with high divergence indicators, they should be
investigated using the specified methods in order to
more accurately determine the position of the spectral
anomaly.

Conclusions and
the directions of further research

The article is devoted to a comparative analysis of
the effectiveness of methods for detecting spectral
anomalies on images observed using an optical-
electronic system. The main methods of detecting
spectral anomalies on images from remote sensing
systems were analyzed. Processing of images from
remote sensing systems using the basic methods of
detecting spectral anomalies was carried out. A
comparative assessment of the quality of methods for
detecting spectral anomalies on images from remote
monitoring systems was carried out. It was established
that the spectral difference of the considered methods is
revealed by the value of information indicators -
Euclidean distance, Mahalanobis distance, brightness
contrast and Kullback-Leibler information divergence.
Mathematical modeling of the considered methods of
detecting spectral anomalies of images with a relatively
"simple" and complicated background was carried out.
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It was established that when searching for a spectral When determining several areas of the image with
anomaly on an image with a complicated background, high divergence indicators, they should be additionally
the method based on the Kullback-Leibler divergence investigated using the specified methods in order to
can be more effective than the other considered more accurately determine the position of the spectral

methods, but is not optimal. anomaly.
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IlopiBHANBHMIA aHAJII3 MeTOAIB BHSABJICHHS CNIEKTPAJIBLHUX AHOMAJIIH HA 300pakeHHAX
3 0OPTOBHX CHCTEM JUCTAHIINIHOIO 30HAYBaHHSA

A.IL T'ypin, I'. B. Xynog, O. O. Koctups, O. B. Macnenko, C. 1. Csmpuctuii

AnoTtaunis. IlperMeToM BUBYEHHS B CTaTTi € METOIW BHSBJICHHS CIIEKTPAIbHUX aHOMaliii Ha 300paXeHHIX 3
CHCTEM IUCTAHI[IHHOTO 30HAYBaHHSI. MeT0I0 € MPOBEACHHS MOPIBHSAUIBHOTO aHANi3y METOIIB BHSBICHHS CIIEKTPAIBHUX
aHOMaJNii Ha 300paKeHHAX 3 CHCTEM IMCTAHIIHHOTO 30HAYBaHHA. 3aBJAaHHS: aHATI3 OCHOBHHX METOJIB BHUSIBICHHS
CHEKTPAJbHUX aHOMAaJiii Ha 300pa)eHHSIX 3 CHUCTEM MAHMCTAHLIHHOTO 30HAYBaHHI; 00poOKka 300pakeHb 3 CHCTEM
JUCTAHIIHHOTO 30HAyBaHHS OCHOBHHUMM METOJAaMH BHSBJICHHS CHEKTPaJIbHUX aHOMAaii; MOPIBHSJIbHA OILIHKA SKOCTI
METOJIB BUSIBJICHHS CIEKTPAJIbHHX aHOMalii Ha 300pa)KeHHSAX 3 CHCTEM JAHWCTaHLIIHHOTO MOHITOPHHTY.
BuKOpUCTOByBaHMMH MeTOAAMM €: METOoau IudpoBoi 00poOKM 300pa’keHb, MaTeMaTHYHHUIl amapar Teopii MaTpHllb,
METOAM MAaTEeMaTHYHOTO MOJETIOBaHHS, METOAM Teopil ONTHUMi3alii, aHAJIITHYHI Ta EMIIPUYHI METOTU TOPIBHSHHSA
300paxens. OTpumani Taki pe3yabTaTH. [IpoBeneHO aHalli3 OCHOBHHMX METOXIB BHSBICHHS CIEKTPAJbHUX aHOMAJiN Ha
300paXkeHHSAX 3 CHUCTeM JAUCTaHNiiHOro 30HAyBaHHA. [IpoBemeHa oOpoOka 300pakeHb 3 CHCTEM JUCTAHIIHHOTO
30HAyBaHHS OCHOBHHMHM METOJAMHU BHSBICHHS CIEKTPANbHUX aHOMalii. [IpoBeneHa mOpiBHUIbHA OIiHKA SKOCTI METOJIB
BUSIBJICHHSI CIIEKTPAJbHUX aHOMaliii Ha 300pa)KCHHAX 3 CHCTEM AMCTAHLIHHOTO MOHITOpUHTY. BHcHoOBKH. CrekTpanbHa
BIIMIHHICTh PO3TIISHYTHX METOJIB BUSBISIETBCS 3a 3HAUCHHSAM iH(POpPMaliiHUX NMOKAa3HWKIB — Biacrani EBkmina, BigcraHi
MaxanaHobica, KOHTpacTy sickpaBocTi Ta iHdopmaniiiHoi auBepreHuii Kynbbaka-Jleitbnepa. [IpoBeneHo maremaTHuHE
MOJIENIOBAHHS PO3MIIIHYTHX METOMIB BHSBIICHHS CIIEKTPAJIbHUX aHOMallii 300pakeHb 3 BIJHOCHO “IpoCTHM” Ta
ycKiIagHeHuM (poHOM. BeTaHOBIEHO, 1110 TIPU MPOBEJCHHI MOIIYKY CIIEKTPaabHOI aHOMail Ha 300pa)KeHHI 3 yCKIaJHEHUM
¢onom Merox Ha ocHOBI muBepreHuii Kynp6aka-JleiiGnepa Moxxe OyTy O1nbII eeKTHBHHUM 3a IHINI PO3TIITHYTI METOIH,
aje He € onTHManbHUM. [Ipy BU3HAUEHHI JNEKITBKOX IUISHOK 300pa)X€HHS 3 BHCOKMMH IOKa3HMKaMM JUBEPTeHIII CIix
JOJATKOBO iX MOCHIAWTH i3 3aCTOCYBAHHSM BH3HAUYEHHX METOMAIB 3 METOI0 OLNBII TOYHOTO BHU3HAYCHHS IOJIOXKCHHS
CHEKTPaJIbHOT aHOMAUTii.

Keywords: crekrpanbHa aHOMaisi; BHSBJICHHS, JUCTAHI[HE 30HIyBaHHS, 300paxkeHHs; Bimcranp Maxamano0ica;
KOHTpACT sICKpaBOCTi; auBepreniis Kynsoaka-Jletidnepa.
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