Comparison of Spectral Anomalies Detection Methods on Images from On-Board Remote Sensing Systems

Abstract. The subject matter of the article is methods of detecting spectral anomalies on images from remote sensing systems. The goal is to conduct a comparative analysis of methods for detecting spectral anomalies on images from remote sensing systems. The tasks are: analysis of the main methods of detecting spectral anomalies on images from remote sensing systems; processing of images from remote sensing systems using basic methods of detecting spectral anomalies; comparative assessment of the quality of methods for detecting spectral anomalies on images from remote monitoring systems. The methods used are: methods of digital image processing, mathematical apparatus of matrix theory, methods of mathematical modeling, methods of optimization theory, analytical and empirical methods of image comparison. The following results are obtained. The main methods of detecting spectral anomalies on images from remote sensing systems were analyzed. Processing of images from remote sensing systems using the basic methods of detecting spectral anomalies was carried out. A comparative assessment of the quality of methods for detecting spectral anomalies on images from remote monitoring systems was carried out.

Conclusions. The spectral difference of the considered methods is revealed by the value of information indicators - Euclidean distance, Mahalanobis distance, brightness contrast, and Kullback-Leibler information divergence. Mathematical modeling of the considered methods of detecting spectral anomalies of images with a relatively “simple” and complicated background was carried out. It was established that when searching for a spectral anomaly on an image with a complicated background, the method based on the Kullback-Leibler divergence can be more effective than the other considered methods, but is not optimal. When determining several areas of the image with high divergence indicators, they should be additionally investigated using the specified methods in order to more accurately determine the position of the spectral anomaly.
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Introduction

Formulation of the problem. Systems of remote sensing of the Earth provide wide opportunities for both operational shooting and accumulation of data archives [1].

So, for example, space systems for remote sensing of the Earth have the ability to receive images of the land and water surface under different observation conditions (time of year, day, cloud cover, etc.). The information received from Earth remote sensing satellites is used in the following areas [1, 2]: agriculture, land use, forestry, control of water resources, observation of coastal zones and oceans, climatology, control of global atmospheric phenomena, meteorology, geodesy, cartography, urban planning, search for minerals and energy sources, emergency monitoring, etc.

When processing images from remote sensing systems, detection of spectral anomalies is relevant [3]. Qualitative detection of spectral anomalies makes it possible to further identify certain features of objects of interest and decipher the image.

Therefore, the task of detecting spectral anomalies in images from airborne remote sensing systems has been relevant.

Analysis of recent research and publications. In paper [3] the classification of optical-electronic systems for detection and identification of the image of objects according to their spectral features is given. three types of opto-electronic devices are consistently distinguished before classification.

The first type is a spectral anomaly detector that registers significant spectral differences between the pixels belonging to the search object and its surrounding neighborhood (background).

The second type of devices provides coordinated spectral filtering, which, with known spectral components of the search object and the background, performs spectral selection of the input signal with maximum suppression of background spectral components and minimal attenuation of spectral components belonging to the search object.

The third type of optical-electronic devices is designed to detect changes in the structure of two images. These devices detect the presence of changes in the structure of two images that are obtained at different points in time, or when comparing two images, one of which is a reference image and the other is the current image.

The task of detecting anomalies can also be interpreted as the task of image segmentation. Thus, in paper [4] the method of image segmentation from an unmanned aerial vehicle is considered. The main drawback of [4] is the failure to take into account spectral information regarding objects of interest.

Thus, the paper [5] considers the methods of distinguishing the boundaries of natural objects. Texture
The advantage of [10] is the use of the TL-ResUNet architecture network is proposed for the segmentation of satellite images. The disadvantage of [11] is its use only for monitoring and analysis of agricultural land.

The paper [8] proposes a deep learning method for segmentation of the urbanized territory. The main drawback of [8] is its effectiveness only when segmenting an image of an urban area.

The paper [9] proposes a method of segmentation based on the algorithm of luminaries. The disadvantage of [9] is the difficulty of determining the objective function and the failure to take into account the spectral differences between the images of the objects of interest and the background.

The analysis of the dynamics of the object detection process by spectral features showed that at the initial stage of detection, when the spectral characteristics of the background are known, and the spectral characteristics of the search object are not known, it is advisable to use the anomaly detector.

Recently, a number of methods for detecting spectral anomalies have been created. However, none of them is optimal [11]. Therefore, the task of improving the method of detecting spectral anomalies, which provides improved characteristics, has been relevant.

From the analysis of known works, it can be concluded that there are two methods of detecting anomalies that are similar in their properties:

1. A calculation method that uses the Euclidean distance between different points. In relation to this problem, the Euclidean distance is a line segment that connects the ends of two random vectors that reflect the spectral properties of a surface area in three-dimensional space [11].

2. The Mahalanobis distance calculation method is a measure of the distance between vectors of random variables. Unlike the Euclidean distance, the Mahalanobis distance takes into account the correlation between variables and is scale invariant [12].

Based on the Mahalanobis distance, the anomaly detection algorithm proposed for processing spectral images in [13] is the RX-algorithm (RX detector). The value of the spectral difference calculated by the RX algorithm is the Mahalanobis distance to the average value of the spectral signatures in the image. Thus, signatures farthest from the average value, taking into account correlation dependencies between spectral channels, are considered anomalies. This algorithm demonstrated high results of processing images with a "simple" background, i.e. with one signature, but was ineffective for more complex tasks.

3. The method for calculating the contrast (brightness differences in three spectral channels) between the search object (potential anomaly) and the surrounding background is described in the paper [14].

4. The method based on Kullback-Leibler divergence is described in the paper [15]. It represents the information divergence (relative entropy), an asymmetric measure of the distance from each other of two probability distributions defined in the general space of elementary events [16]. Information about the separation of classes is contained mainly in the spectral distributions of optical signals, and its amount can be determined through the mutual information measure of statistical distributions - the Kullback-Leibler divergence. Information divergence (relative entropy) is a mathematical expectation of the likelihood ratio and is used in statistical processing tasks to divide two classes by the difference of their mathematical expectation and shows how much one distribution obeying the normal law differs from another.

Previously, the information criterion was used by the authors of this article as a measure of the consistency of optimal signal processing in electro-optical systems with dynamic spectral filtering [17-18], and in the paper [19] the information criterion was used to determine changes in the spectral structure of two images.

Thus, the goal of the article is to conduct a comparative analysis of methods for detecting spectral anomalies based on the calculation of the Euclidean distance, Mahalanobis distance, brightness contrast and Kullback-Leibler information divergence on images from airborne remote sensing systems.

**Main results**

1. **Methods of detecting spectral anomalies of images.**

Each of the proposed methods includes the following operations:

First: a digital RGB image is formed as a result of registering the radiation of some object space [20]. According to the RGB color model, each element of color images with coordinates \((i, j)\) is represented as a vector

\[
X_{i, j} = [x_R(i, j), x_G(i, j), x_B(i, j)]^T
\]

in three-dimensional Euclidean space, where \(x_R, x_G, x_B\) - brightness values measured in red (R-red), green (G-green) and blue (B-blue) spectral channels [21].

Secondly: the RGB image is conditionally divided into parts of the same size, which are given conventional designations (Fig. 1).

Third: the difference of each part of the image (potential anomaly) relative to another part of the image (potential background) is calculated.

The difference is calculated based on the indicators of spectral characteristics: the background mathematical expectation vector is calculated using the expression [22]:
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where $\bar{X}_K$ – three-dimensional vector $K$ -th element of a representative sample of the background; $b$ – the number of elements of a representative sample of the background.

Accordingly, information about the spectral characteristics of the signal of the image section with the object of interest - a potential anomaly (vector of mathematical expectation of the anomaly) is calculated using the expression:

$$\bar{\mu}_A = \frac{1}{t} \sum_{i=1}^{t} \bar{X}_A,$$  \hspace{1cm} (2)

where $\bar{X}_A$ – three-dimensional vector $A$ -th element of a representative sample of the image area with a potential anomaly; $t$ – the number of elements of a representative sample of an image area with a potential anomaly.

The decision about the presence of a spectral anomaly in the area is made based on the highest indicator of the corresponding method.

The image (Fig. 1) shows an illustration of the detection of a spectral anomaly (present on part No. 8). In the given example, the part for calculating the spectral characteristics of the conditional background consists of areas No. 1-7 and No. 9.

In case of determination of several areas with potential anomalies according to the highest indicators of the selected criteria, it is suggested to reduce the area of the image for analysis and carry out repeated calculations.

It should be noted that since all areas of the image except for the area with a hypothetical anomaly take part in the calculations of the indicators of the surrounding background, for the effective application of the considered methods, restrictions should be introduced - all elements of the surrounding background should be close in terms of spectral brightness. The cases of solving the following tasks may meet this condition: searching for an object in a field, searching for a surface object on the sea surface, searching for an object in a snowy area during a rescue operation, searching for an object of a certain color among multicolored objects, etc.

Let's consider the mathematical foundations of the indicated methods of detecting spectral anomalies.


The Euclidean distance is calculated using the expression [11, 23]:

$$D_e = \sqrt{\sum_{k=1}^{q} (x_k - y_k)^2},$$ \hspace{1cm} (3)

where $q$ – the number of characteristics; $x$, $y$ – the vectors being compared.

Based on the condition of applying the Euclidean metric in the three-dimensional RGB space, we get that the Euclidean distance is a line segment that connects the ends of two vectors (potential anomaly and background) that reflect the spectral properties of the surface area in the three-dimensional space. Then the expression (3) for calculating the Euclidean distance will have the form:

$$D_e = \sqrt{(a_R - b_R)^2 + (a_G - b_G)^2 + (a_B - b_B)^2},$$ \hspace{1cm} (4)

where $a_R$, $a_G$, $a_B$ – brightness values of the vector of potential anomaly (vector of mathematical expectation of anomaly) $\bar{\mu}_{A_{ij}} = [a_R(i, j), a_G(i, j), a_B(i, j)]^T$, which are measured in the red (R-red), green (G-green) and blue (B-blue) spectral channels the number of characteristics; $b_R$, $b_G$, $b_B$ – brightness values of the background vector (mathematical expectation vector of the background) $\bar{\mu}_{B_{ij}} = [b_R(i, j), b_G(i, j), b_B(i, j)]^T$, which are measured in the red (R-red), green (G-green) and blue (B-blue) spectral channels.

1.2. The method of detecting spectral anomalies of images based on Mahalanobis distance calculation.

The Mahalanobis distance is calculated using the expression [12]:

$$D_m = \sqrt{(\bar{\mu}_1 - \bar{\mu}_2)^T \Sigma^{-1} (\bar{\mu}_1 - \bar{\mu}_2)},$$ \hspace{1cm} (5)

where $\bar{\mu}_1$ – multivariate vector to some distribution with mean vector $\bar{\mu}_2$ and common covariance matrix $\Sigma$.

Based on the condition of measuring the Mahalanobis distance in three-dimensional RGB space, the expression (5) will have the form:

$$D_m = \sqrt{(\bar{\mu}_A - \bar{\mu}_B)^T \Gamma^{-1} (\bar{\mu}_A - \bar{\mu}_B)},$$ \hspace{1cm} (6)

where $\bar{\mu}_{A_{ij}} = [a_R(i, j), a_G(i, j), a_B(i, j)]^T$ – three-dimensional potential anomaly vector to the distribution of the background signal (mathematical background expectation vector).
and common covariance matrix $\Gamma$ of classes $\mu_A$ and $\mu_B$.

1.3. The method of detecting spectral anomalies of images based on the calculation of the contrast (brightness differences in three spectral channels) of a potential anomaly relative to the background.

The calculation of the contrast (brightness difference in three spectral channels) between the search object (potential anomaly) and the surrounding background is carried out using the expression [14, 24]:

$$C = (Y_T - Y_B) / (Y_T + Y_B),$$

(7)

where $Y_T$, $Y_B$ – the values of the target and the background signals.

Based on the condition of measuring the contrast of the potential anomaly relative to the surrounding background, the expression (7) will have the form:

$$C = \tilde{F}_1^T \left( \tilde{\mu}_A - \tilde{\mu}_B \right) / \left( \tilde{F}_1^T \left( \tilde{\mu}_A + \tilde{\mu}_B \right) \right),$$

(8)

where $\tilde{F}_1 = [1 \ 1 \ 1]^T$ – vector of the filter, which ensures the minimum attenuation of incoming radiation by the selecting device; $\mu_A$, $\mu_B$ – mathematical expectations of potential anomaly and background signals.

1.4. The method of detecting spectral anomalies of images based on Kullback-Leibler information divergence.

When solving the recognition task, the mathematical probability expectation for classes $\omega_A$ and $\omega_B$ is applied and the separation of classes is estimated by the difference of mathematical expectations [25]:

$$D = \int_{\mathfrak{R}} p(\bar{X} / \omega_A) \ln \left[ \frac{p(\bar{X} / \omega_A)}{p(\bar{X} / \omega_B)} \right] d\bar{X} -$$

$$- \int_{\mathfrak{R}} p(\bar{X} / \omega_B) \ln \left[ \frac{p(\bar{X} / \omega_A)}{p(\bar{X} / \omega_B)} \right] d\bar{X},$$

(9)

where $p(\bar{X} / \omega_A)$ – probability density of the accepted implementation in the presence of a class signal $\omega_A$; $p(\bar{X} / \omega_B)$ – probability density of the accepted implementation in the presence of a class signal $\omega_B$; $\ln [p(\bar{X} / \omega_A) / p(\bar{X} / \omega_B)]$ – likelihood ratios for classes $\omega_A$ and $\omega_B$.

Assume that the accepted k-dimensional realizations are subject to the presence of class signals $\omega_A$ and $\omega_B$ obey the normal law with the corresponding probability densities:

$$p(\bar{X} / \omega_A) = N(\mu_A, \Gamma_A);$$

(10)

$$p(\bar{X} / \omega_B) = N(\tilde{\mu}_B, \Gamma_B),$$

(11)

where $\mu_A$, $\mu_B$ – mathematical expectations of classes $\omega_A$ and $\omega_B$; $\Gamma_A$ – covariance matrix of class $\omega_A$; $\Gamma_B$ – covariance matrix of class $\omega_B$.

Using (9), we obtain the Kullback-Leibler divergence expression, which will have the following form:

$$D_{KL} = \frac{1}{2} \left[ \tilde{\xi}^T \left( \Gamma_A^{-1} + \Gamma_B^{-1} \right) \tilde{\xi} +$$

$$+ \text{tr} \left( \Gamma_A \Gamma_B^{-1} + \Gamma_B \Gamma_A^{-1} - 2I \right) \right],$$

(12)

where $\tilde{\xi} = \tilde{\mu}_A - \tilde{\mu}_B$ – vector of the difference of mathematical expectations of classes $\omega_A$ and $\omega_B$; $I$ – unit matrix; $\text{tr}(\bullet)$ – trace of the matrix; $\Gamma_A$ – covariance matrix of class $\omega_A$; $\Gamma_B$ – covariance matrix of class $\omega_B$.


The purpose of mathematical modeling is a comparative assessment of the quality of methods for detecting spectral anomalies on images from airborne remote sensing systems.


First, let’s assume that we have a color image with a spectral anomaly (Fig. 2), the size of which is $900 \times 900$ resolution elements (pixels). It shows a red square (spectral anomaly) on a green background.

![Fig. 2. RGB image under study](image-url)

Secondly, the RGB image is conditionally divided into parts of the same size, which are given conventional designations (for example, into 9 identical parts) (Fig. 3).

Third: the difference of each part of the image (potential anomaly) relative to another part of the image (potential background) is calculated.

Using expression (4), the Euclidean distance of each part of the image (potential anomaly) relative to another part of the image (potential background) was calculated. The Fig. 4 shows a histogram of the calculated Euclidean distance of conditional parts of the RGB image under study.
According to the results of mathematical modeling, the decision about the presence of an anomaly (object of interest) should be made for part No. 5 (marked by the outline of a black square in Fig. 4) based on the largest Euclidean distance indicator:

\[ D_e(\mathcal{N}_5) = 4.881. \]

Fig. 3. The studied RGB image is divided into 9 identical parts with conventional designations

Using expression (6), the Mahalanobis distance of each part of the image (potential anomaly) relative to another part of the image (potential background) was calculated.

The Fig. 5 shows the histogram of the calculated Mahalanobis distance of conditional parts of the studied RGB image.

According to the results of mathematical modeling, the decision about the presence of an anomaly (object of interest) should be made for part No. 5 (marked by the outline of a black square in Fig. 5) based on the largest Mahalanobis distance indicator:

\[ D_m(\mathcal{N}_5) = 0.363. \]

Using expression (8), the calculation of the contrast of each part of the image (potential anomaly) relative to another part of the image (potential background) was performed. The Fig. 6 shows a histogram of the calculated contrast of conditional parts of the RGB image under study.

Fig. 4. The histogram is significantly different from the Euclidean conditional parts of the RGB image under study

Fig. 5. The Histogram of the values of the Mahalanobis distance of conditional parts of the studied RGB image

According to the results of mathematical modeling, the decision about the presence of an anomaly (object of interest) should be made for part No. 5 (marked by the outline of a black square in Fig. 6) based on the highest contrast index:

\[ C(\mathcal{N}_5) = 0.003176 . \]

Using expression (12), the Kullback-Leibler divergence of each part of the image (potential anomaly) relative to another part of the image (potential background) was calculated. The Fig. 7 shows a histogram of the calculated divergence of conditional parts of the RGB image under study.

Fig. 6. The Histogram of contrast values of conventional parts of the studied RGB image

According to the results of mathematical modeling, the decision about the presence of an anomaly (object of interest) should be made for part No. 5 (marked by the outline of a black square in Fig. 7) based on the largest divergence indicator:

\[ D_{KL}(\mathcal{N}_5) = 1.082 . \]

First, let's assume that there is a color image (Fig. 8), obtained from an aircraft in normal weather conditions using a digital camera, with a size of 840×1040 elements of resolution (pixels).

It shows a parking lot with a spectral anomaly (a yellow car) located on it.

Secondly, the RGB image is conventionally divided into parts of the same size, which are given conventional designations (for example, into 16 identical parts) (Fig. 9).

Third: the difference of each part of the image (potential anomaly) relative to another part of the image (potential background) is calculated.

Using expression (4), the Euclidean distance of each part of the image (potential anomaly) relative to another part of the image (potential background) was calculated. The Fig. 10 shows the histogram of the calculated Euclidean distance of the conditional parts of the studied RGB image.

According to the results of mathematical modeling, the decision about the presence of an anomaly (object of interest) should be made for part No. 7 (marked by the outline of a black square in Fig. 10) based on the largest Euclidean distance indicator: $D_e(№7) = 19,337$.

Using expression (6), the Mahalanobis distance of each part of the image (potential anomaly) relative to another part of the image (potential background) was calculated. The Fig. 11 shows the histogram of the calculated Mahalanobis distance of conditional parts of the studied RGB image.

According to the results of mathematical modeling, the decision about the presence of an anomaly (object of interest) should be made for part No. 4 (marked by the outline of a black square in Fig. 11) based on the largest Mahalanobis distance indicator: $D_m(№4) = 0,493$.

Using expression (8), the calculation of the contrast of each part of the image (potential anomaly) relative to another part of the image (potential background) was performed. The Fig. 12 shows a histogram of the calculated contrast of conditional parts of the RGB image under study.
According to the results of mathematical modeling, the decision about the presence of an anomaly (object of interest) should be made for part No. 7 (marked by the outline of a black square in Fig. 12) based on the highest contrast index: \( C(\text{No.7}) = 0.07 \).

Using expression (12), the Kullback-Leibler divergence of each part of the image (potential anomaly) relative to another part of the image (potential background) was calculated. The Fig. 13 shows a histogram of the calculated divergence of conditional parts of the RGB image under study.

In order to more accurately locate the spectral anomaly, since the method based on the Kullback-Leibler divergence is more effective than other methods when solving the task of finding a spectral anomaly on an image with a relatively complicated background, additional calculations of these parts should be performed. The Fig. 14 presents the investigated parts of the RGB image (No. 5 and No. 9) divided into 12 identical parts with conventional designations. Part No. 5 is divided into parts No. 51-56, and part No. 9 is divided into plots No. 91-96.

According to the results of mathematical modeling, the decision about the presence of an anomaly (object of interest) should be made for part No. 55 (marked by the outline of a black square in Fig. 15) based on the highest Euclidean distance indicator:

\[ D_e(\text{No.55}) = 57.848. \]

Using expression (6), the Mahalanobis distance of each part of the image (potential anomaly) relative to another part of the image (potential background) was calculated.
The Fig. 16 shows the histogram of the calculated Mahalanobis distance of conditional parts of the studied RGB image.

![Fig. 16. The Histogram of the values of the Mahalanobis distance of conditional parts of the studied RGB image](image)

According to the results of mathematical modeling, the decision about the presence of an anomaly (object of interest) should be made for part No. 56 (marked by the outline of a black square in Fig. 16) based on the largest Mahalanobis distance indicator:

\[ D_M(\text{No}56) = 1.775. \]

Using expression (8), the calculation of the contrast of each part of the image (potential anomaly) relative to another part of the image (potential background) was performed. The Fig. 17 shows a histogram of the calculated contrast of conditional parts of the RGB image under study.

![Fig. 17. The Histogram of contrast values of conventional parts of the studied RGB image](image)

According to the results of mathematical modeling, the decision about the presence of an anomaly (object of interest) should be made for part No. 92 (marked by the outline of a black square in Fig. 17) based on the highest contrast index:

\[ C(\text{No}92) = 0.192. \]

Using expression (12), the Kullback-Leibler divergence of each part of the image (potential anomaly) relative to another part of the image (potential background) was calculated. The Fig. 18 shows a histogram of the calculated divergence of conditional parts of the RGB image under study.

![Fig. 18. The Histogram of divergence values Kullback-Leibler of conventional parts of the studied RGB image](image)

According to the results of mathematical modeling, the decision about the presence of an anomaly (object of interest) should be made for part No. 56 (marked by the outline of a black square in Fig. 18) based on the largest divergence indicator:

\[ D_{KL}(\text{No}56) = 7.986. \]

So, after analyzing the results of mathematical modeling, the following conclusions can be drawn:

1. All the considered methods make it possible to search for a spectral anomaly in an image with a relatively simple background observed using an electrooptical system.
2. When searching for a spectral anomaly on an image with a complicated background, the Kullback-Leibler divergence method can be more effective than the other considered methods, but it is not optimal.
3. The application of the considered methods can provide both basic and additional information for determining areas for further analysis during the search for a spectral anomaly.
4. When determining several areas of the image with high divergence indicators, they should be investigated using the specified methods in order to more accurately determine the position of the spectral anomaly.

**Conclusions and the directions of further research**

The article is devoted to a comparative analysis of the effectiveness of methods for detecting spectral anomalies on images observed using an optical-electronic system. The main methods of detecting spectral anomalies on images from remote sensing systems were analyzed. Processing of images from remote sensing systems using the basic methods of detecting spectral anomalies was carried out. A comparative assessment of the quality of methods for detecting spectral anomalies on images from remote monitoring systems was carried out. It was established that the spectral difference of the considered methods is revealed by the value of information indicators - Euclidean distance, Mahalanobis distance, brightness contrast and Kullback-Leibler information divergence. Mathematical modeling of the considered methods of detecting spectral anomalies of images with a relatively “simple” and complicated background was carried out.
It was established that when searching for a spectral anomaly on an image with a complicated background, the method based on the Kullback-Leibler divergence can be more effective than the other considered methods, but is not optimal.

When determining several areas of the image with high divergence indicators, they should be additionally investigated using the specified methods in order to more accurately determine the position of the spectral anomaly.
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Порівняльний аналіз методів виявлення спектральних аномалій на зображениях з бортових систем дистанційного зондування

А. П. Гурін, Г. В. Худов, О. О. Костиря, О. В. Масленко, С. І. Сядрістий

Анотація. Предметом вивчення в статті є методи виявлення спектральних аномалій на зображениях з систем дистанційного зондування. Метою є проведение порівняльного аналізу методів виявлення спектральних аномалій на зображениях з систем дистанційного зондування. Завдання: аналіз основних методів виявлення спектральних аномалій на зображениях з систем дистанційного зондування; обробка зображень з систем дистанційного зондування основними методами виявлення спектральних аномалій; порівняльна оцінка якості методів виявлення спектральних аномалій на зображениях з систем дистанційного моніторингу. Використовуваними методами є: методи цифрової обробки зображень, математичний апарат теорії матриць, методи математичного моделювання, методи теорії оптимізації, аналітичні та емпіричні методи порівняння зображень. Отримані такі результати. Проведено аналіз основних методів виявлення спектральних аномалій на зображениях з систем дистанційного зондування. Проведена обробка зображень з систем дистанційного зондування основними методами виявлення спектральних аномалій. Проведена порівняльна оцінка якості методів виявлення спектральних аномалій на зображениях з систем дистанційного моніторингу. Висновки. Спектральна відмінність розглянутих методів виявляється на значеннях інформаційних показників — відстані Евкліда, відстані Лейблера. Показано, що при проведенні пошуку спектральної аномалії можна використовувати високі показники дивергенції слід додатково їх дослідити із застосуванням визначених методів з метою більш точного визначення положення спектральної аномалії.

Ключові слова: спектральна аномалія; виявлення; дистанційне зондування; зображення; відстань Махаланобіса; контраст яскравості; дивергенція Кульбака-Лейблера.