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MEDOIDS AS A PACKING OF ORB IMAGE DESCRIPTORS 
 

Abstract .  The aim of the research. The paper presents the research about the feasibility to use matching medoids obtained 

from the set of ORB descriptors instead matching the full set of binary descriptors for image classification problem. Research 

results. Different methods that include direct brute force medoids matching, grouping of medoids for separate classes, and 

grouping of descriptors followed by calculation of medoids amongst them were proposed. Numerical experiments were 

performed for all these methods in order to compare the classification accuracy and inference time. It has been shown that 

using of medoids allowed us to redistribute processing time in order to perform more calculations during preprocessing rather 

than during classification. According to modelling performed on the Leeds Butterly dataset matching images based on medoids 

could have the same accuracy as matching of descriptors (0.69–0.88 for different number of features). Medoids require 

additional time for the calculation during preprocessing stage but classification time becomes faster: in our experiments we 

have obtained about 9–10 times faster classification and same 9–10 times increasing preprocessing time for the models that 

have comparable accuracies. Finally, the efficiency of the proposed ideas was compared to the CNN trained and evaluated on 

the same data. As expected, CNN required much more preprocessing (training) time but the result is worth it: this approach 

provides the best classification accuracy and inference time. Conclusion. Medoids matching could have the same accuracy as 

direct descriptors matching, but the usage of medoids allows us to redistribute the overall modeling time with the increasing 

preprocessing time and making inference faster.  

Keywords:  Image features; Keypoints; Medoids; Classification; ORB; Binary descriptors; Features matching; Grouping; 

Bag of features; Repeatability; Classification accuracy. 
 

Introduction 

The solution for various image classification 

problems last decade shifted significantly from the 

methods based on the analysis of explicit structural 

features (descriptors) of the image to the application of 

artificial neural networks (ANN), particularly, 

convolutional (CNN) ones. Despite obvious advantages 

of CNN approaches that include classification accuracy 

and inference time the artificial neural networks still 

require a lot of labeled training data, which can be a 

limitation for the problems with specific datasets. 

Additionally, ANN have black-box nature with a lack of 

interpretability and transparency, which makes the 

reasoning of classification results complex. ANN can 

also overfit and fail to generalize to unseen data.  

On the other hand, the structural descriptors do not 

require a training phase and a lot of training labeled data, 

but the implementation of descriptor-based methods often 

requires some fast storage/retrieving/filtering of 

descriptors being compared. One of the questions arising 

here is about the way to select the best representatives of 

descriptors instead of comparing all of them to make 

method work faster but preserving good accuracy.  

This experiment-driven research sheds some light 

on the possible improvement of ORB image descriptors 

comparison with the usage of medoids instead of 

descriptors, that could achieve better classification time 

with worser accuracy. 

This paper is organized as follows. Section 1 presents 

the literature review of similar approaches and methods. 

Section 2 describes the motivation to use ORB descriptors 

for this paper. Section 3 presents the descriptors matching 

procedure. Section 4 shows the basic properties of 

medoids, including calculation, the dataset used in the 

paper and the repeatability of medoids matching compared 

to descriptors matching. Section 5 describes different 

approaches based on medoids for image classification 

problem. Finally, the last section is the conclusions. 

1. Related work 

The usage of feature descriptors for solving image 

classification problems is well-known. To classify 

images based on descriptors matching, we need to 

extract features (which can be thousands per image), 

store them, and perform matching. These stages 

typically require a lot of computation time and/or 

memory resources [1]. To overcome these issues, 

various solutions have been proposed, including the 

usage of binary descriptors (e.g., BRISK, ORB) instead 

of float ones (SURF, SIFT) and packing (aggregation) 

the entire set of image descriptors into smaller 

quantities. Different aggregation approaches have been 

shown to be effective under various conditions [1-4]. It 

is worth noting that a simple k-means clustering 

procedure could be used to quantize descriptors, build a 

vocabulary of visual words (Bag of Words, BOW), or 

create some cluster representations of the descriptor sets 

to compare them more effectively, thus reducing 

computational efforts. 

The usage of ORB descriptors for image 

classification BOW model with k-majority clustering 
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was proposed in [5]. It is mentioned that k-medoids 

algorithm requires the computation of the entire 

distance matrix that is very slow (including that BOW is 

often built for the thousands of words). 

Various implementations of descriptors aggregation 

following artificial neural networking classification are 

also known. The approach based on the bag of features 

build from image SIFT keypoint descriptors following by 

k-means clustering and SVM classification was introduced 

in [6]. The numerical results in this research showed that 

selection of quantity of words in the dictionary for BOW 

model should be a responsible choice as its increasing 

could make results worser. Classification of ORB 

descriptors without any aggregation using SVM and KNN 

directly was presented in [7]. 

The are also examples of other practical 

applications that include Bag of Visual Words using 

KAZE feature descriptors [8] following SVM to classify 

proteins (it was shown numerically that the accuracy 

with increasing the quantity of words leads plateau at 

some point), and the usage of Harris and KAZE features 

with SVM classification approach to perform human 

identification by ears [9]. 

The aggregation of image descriptors could be 

considered as a more common selection of 

representative features problem. The application of 

principal component analysis (PCA) to ORB and other 

features to reduce the dimensionality of descriptors and 

improve their quality has been proposed in [10]. It was 

also confirmed that ORB-PCA descriptors can provide 

better classification quality [11]. The other way is to 

improve the quality of descriptors, e.g., the using of the 

neural networks were proposed to improve the 

discrimination ability of different descriptor types [12]. 

Our previous researches about the clustering of 

descriptors with further classification over the cluster 

distributions has been proposed in [13, 14], the 

clustering following hashing procedure was presented in 

[15]. No medoids as cluster center were involved there, 

only few (4-5) clusters were used. The current paper 

follows the same common pattern for the matching the 

request image with train (etalon) images when the major 

calculations are performed at once during data 

preprocessing stage that allows us to get performance 

improvement. The main drawback of previous research 

is the lack of experiments, the main idea and application 

prototype were tested only, making it difficult to 

understand whether the common idea is scalable. Our 

other research [16] about using image feature 

descriptors for the detection of near-duplicate images 

helped us to understand some nuances for the usage of 

descriptors in practical applications. 

As a summary it could be concluded that the usage 

of clustering (and medoids) is a common choice for the 

processing of descriptors with BOW models. The key 

idea for BOW approach is the association of each 

descriptor with some cluster that allows us to build a 

sort of image signature in such a way. The usage of 

medoids just instead of descriptors preserving further 

typical descriptors matching pipeline seems to be not 

investigated good enough. It is commonly clear that 

comparing less quantity of medoids instead of more 

descriptors should be not so good in terms of quality but 

the value of this difference is unknown. Is this quality 

good enough to implement classification models in 

practice? What is the difference for classification time 

using medoids and comparing all descriptors? Are the 

medoids robust enough for such classification 

applications? Finally, how this approach compares (in 

terms of quality firstly) to the usage of CNN? 

The contribution of the paper includes the research 

about the feasibility to use less quantity of medoids 

instead of the full set of descriptors, redistribute the 

preprocessing and classification time to make image 

classification process faster, and the measurement of the 

possible decrease of the performance and comparison to 

CNN. 

2. Image descriptors 

The searching for the image features as a form of 

descriptors usually includes two stages: keypoint 

detection, and the construction of descriptors for them. 

Keypoints are points of interest in the image that are 

likely to be stable under changes in illumination, 

viewpoint, and other image transformations. The 

descriptor is a vector of numbers that represents the 

local features of an image around a keypoint.  

Descriptors are used to match keypoints between 

different images. Common keypoint detection methods 

are Harris corner detector and FAST algorithm. Famous 

methods for the descriptors detections are SIFT, SIRF, 

BRIIF, ORB, BRISK, FREAK and others. 

In this research we use ORB (Oriented FAST and 

Rotated BRIEF) image descriptors, that was proposed in 

[17] as an alternative to previous known SIFT and SURF 

methods. This feature detector builds descriptor in binary 

form. It is a combination of the FAST keypoint detector 

and the BRIEF descriptor, with some added features to 

improve performance. ORB is robust to noise (but is 

sensitive to blur), illumination changes, and viewpoint 

changes. It is also invariant to rotation, which makes it 

useful for tasks such as image matching and object 

recognition. The length of ORB descriptor is 256 bits. 

The descriptors are usually compared using Hamming 

distance and some quantity of mismatched bits in 

successfully matched descriptors is possible to exist. 

3. Matching (comparison) algorithm 

Descriptors in this paper are compared using the 

brute force approach with cross check option. Such 

matching is still very popular in practice and requires 

almost no parameters to be set up despite more modern 

comparison methods exist. The main drawback of this 

approach is the processing time. 

Distance (Hamming) matrix between all 

combinations of binary ORB descriptors is used 

following by filtering to leave only those columns and 

rows (possible good matches) having distance less that 

threshold (31 mismatching bits between two descriptors 

are allowed at most). All descriptors left in the matrix 

are filtered once more to find good matches: the match 

between i-th and j-th descriptors is considered to be 

good only when the distance between i-th and j-th is 

minimal and vice versa. 
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4. Basics properties of medoids 

4.1. Medoids calculation 

A medoid is a representative object within a data 

set or cluster that is centrally located to all other 

members of the set. It is similar to a centroid or mean, 

but unlike those, a medoid is always an actual data point 

from the set itself, rather than a calculated value. 

Let 1 2{ , ,..., }nX x x x=  be the set of ORB 

descriptors found in the image. Medoid is such a 

representative of the set X that: 

1

: arg min ( , )
n

m m i
y X

i

x X x d x y


=

 =   

where d is the Hamming distance function used to 

compare two ORB descriptors. In this paper we use M 

medoids – those are the first M representatives of set X 

having the minimal distance to all other set items 

, 1,ix i n= . The effective quantity of medoids is the 

subject of our interest in this paper as well. 

Calculation of medoids is based on computing of 

distance matrix for each pair of descriptors following by 

summation of distances over columns and selection of 

required quantity of descriptors with minimal sum of 

distances. 

The medoids in the paper are used as the way to 

choose robust representatives of the descriptor set only, 

without following the full clustering procedure. 

4.2. Dataset 

All experiments in this paper were performed using 

Leeds Butterfly dataset [18, 19] that contains ten classes 

of butterflies having from 55 to 100 images per class (832 

images in total). Each image has segmentation mask that 

allows us to distinguish butterfly from the background. 

We performed modeling using the foreground part of the 

image only to be sure that we compare descriptors of the 

butterfly not the scene around it. 

4.3. Repeatability 

The measure to evaluate the quality of medoids 

representation instead of descriptors we used is the 

repeatability r [20-23]. It is the quantity of successfully 

matched descriptors/medoids for the original image I 

and its geometrically transformed version tI : 

#of matches between descriptors in and

min(# f descriptors in #of descriptors in )

t

t

 I  I  
r

o  I,  I
=  

Rotation transformations were used in experiments as 

ORB descriptors are stable to them [17]. Repeatability 

values were averaged by rotation angle for all tuples of 

original and transformed image of the dataset. 

Our intuition behind using of medoids instead of 

descriptors comes from Fig. 1. There are 5 curves for 

different descriptor sets and their mean repeatability 

values under rotation angles (the value is r=1 for 0 and 

360 degrees as expected). The base (reference) curve 

here is the repeatability for 500 ORB descriptors, that 

shows the best repeatability. Corresponding values 

values are less for 120 medoids which were selected 

from these 500 descriptors, and even less for 20 

medoids only. There is a significant difference between 

curves built for 20 medoids and first 20 descriptors that 

confirms that usage of medoids instead of descriptors 

matters. Finally, the subset from 20 medoids uniformly 

distributed across all 500 original descriptors has the 

worst repeatability values. This gives the idea to use few 

medoids which are found sequentially one by one 

instead of skipping some of them in order to cover the 

entire set of descriptors uniformly.  

The time required to compare descriptors 

(including the time for calculating medoids) is presented 

if Fig. 2. As can be seen the matching medoids is 

approximately 5 times slower compared to matching 

descriptors, but there is no essential difference between 

calculation of 20 and 120 medoids. 

5. Classification using medoids:  

accuracy and performance 

During the classification based on medoids we are 

interested primarily in the level of accuracy decreasing 

comparing usage of medoids and descriptors, as well as the 

classification (inference) time.  

 
Fig. 1. The average repeatability for sets of descriptors under rotations 



Advanced Information Systems. 2024. Vol. 8, No. 2 ISSN 2522-9052 

8 

 
Fig. 2. The average sets of descriptors comparison time 

We used 80% of the dataset (65 images for class 001, 

75 for class 002, 48 for 003, 72 for 004, 70 for 005, 80 for 

006, 71 for 007, 44 for 008, 72 for 009, and 67 for 010, 663 

images in total) as training set in all classification 

experiments grabbing first 80% of images for each existing 

class, other 20% were used as test set. All images were 

used without background, i.e., after applying ground truth 

segmentation mask to consider the part of the image 

containing butterfly only. 

5.1. Direct comparison of descriptors 

This is the baseline method to compare other with: 

ORB descriptors for each image in the training set are 

gathered and stored separately per image, the 

classification stage is the iteration over all sets of 

descriptors in the training dataset comparing each with 

the set of descriptors for the image being classified. The 

class of the training item having the maximum quantity 

of matched descriptors is considered as output (Fig. 3).  

 

 
Fig. 3. Matching descriptors 

The full comparison between each pair of 

descriptors is performed (brute force) with the cross 

check of minimal distance and the maximum deviation 

between descriptors was allowed to be 31 bits.  

The matching 500 ORB descriptors in such a way 

allows us to reach 0.8757 accuracy, comparing 120 

descriptors – 0.7633, 80 descriptors – 0.6923. We have 

tried to achieve better accuracy with more descriptors and 

got 0.8521 accuracy for 600 ones, 0.8698 – for 750, 

0.8402 – for 1000 descriptors, so it seems the possibilities 

of direct descriptors matching are limited. The quantity of 

descriptors to be find in images are not guaranteed so we 

controlled the average factual number of descriptors: 476 

for 500 requested, 567 – for 600, 701 – for 750, and 

915 – for 1000 though there were few images with 

limited number of descriptors. So, we refer to 500 ORB 

descriptors as baseline experiment further. 

5.2. Matching medoids 

The second classification approach is based on the 

simple usage of medoids instead of descriptors 

according to the same matching procedure (Fig. 4).  

 

 

Fig. 4. Matching medoids 

 

There were 500 ORB descriptors in these 

experiments combined with the selection of 80, 120 or 

300 medoids amongst them. Using 80 medoids we 

achieved 0.7456 accuracy, for 120 medoids the 

accuracy was 0.7574, finally, the best result is 0.8402 

using 300 medoids. As one can see, the matching 120 

medoids selected from 500 initial descriptors allows us 

to achieve nearly the same quality as the usage of 120 

initial ORB descriptors (0.7574 vs 0.7633). But the 

classification time is faster (more than 10 times) for this 

approach due to the ability to perform medoids selection 

at the preliminary stage during the processing of 

training set. On the other hand, the time required for this 

case is approximately 9 times longer compared to using 

direct descriptors matching.  

The increasing of quantity of medoids does not 

necessarily improves the accuracy. We tested also 



ISSN 2522-9052 Сучасні інформаційні системи. 2024. Т. 8, № 2 

9 

different combinations of number of ORB descriptors 

(600, 750, 1000) and number of medoids calculated for 

them (200, 250, 300, 400). The best result we achieved 

is 0.8402 with 300 medoids selected from 500 

descriptors. 

We additionally verified that the choosing of 

medoids rather than just random descriptors matter for 

this experiment: five additional tests were performed 

with the selection of 80 random ORB descriptors 

(instead of medoids) from the initial 500 ones. The 

classification accuracy for these were in the range from 

0.44 to 0.54 that is significantly less than for 80 

medoids (approximately 0.75). 

5.3. Matching medoids on the bag of descriptors 

The next classification method includes the 

calculation of medoids for the bag of descriptors: all 

descriptors for train images of class 001 are grouped 

together, medoids are found amongst them, the same for 

class 002 and so on (Fig. 5). Hyperparameters that can 

be used here include the quantity of medoids to 

calculate from the entire set of descriptors and quantity 

of medoids from each image to use during 

classification.  

 

 
Fig. 5. Matching medoids on the bag of descriptors 

 

The entire number of descriptors detected in all 

train images (assuming we search for 500 ORB features 

in each) is about 315 thousand. We tested 10, 20 and 30 

thousand of medoids selected from them combined with 

80, 120 and 300 medoids used from each test image at 

classification stage. The best accuracy we got is 0.8876 

for 20 thousand of medoids and 300 medoids from each 

test image. The time required to calculate medoids from 

the bag of descriptors is almost the same for 10, 20 and 

30 thousand, classification time increased linearly. 

5.4. Matching bags of medoids 

The last approach includes the building of bag of 

medoids: all medoids for the training images of the class 

001 were grouped together, all medoids for training images 

representing class 002 are grouped also and so on (Fig. 6). 

Two hyperparameters could be considered here: the 

quantity of medoids used for train and test images. We 

tried different combinations of 150, 200 and 300 medoids 

for the training set and 80, 120 and 300 for the testing one 

preserving the initial number of 500 ORB descriptors. 

It is possible to get classification accuracy 0.8817 

using 300 medoids for each train and test image. 

 

Fig. 6. Bag of medoids 

 

Finally, all these methods were compared to the 

convolution neural network, that was trained on the 

same training set. The architecture of this network 

included convolutional, maxpooling and dense layers. 

The first three layers are a 2D convolutional ones all 

having 64 filters size of 3x3 with RELU activations and 

valid convolution type, 2D maximal pooling layer size 

of 2x2 follows after each convolutional (strides are 

always 1). There is another sequence of three 

convolution layers (32 filters) with maxpooling in 

between after that. Finally, two dense layers having 16 

neurons (RELU activation) and 10 neurons (softmax 

activation) with the dropout layer (p=0.5) in between 

follow. We had to make an effort to build such an 

architecture as the networks with less quantity of layers 

reach only 0.83 – 0.9 classification accuracy. Training 

of the chosen structure of the CNN has been performed 

on the images rescaled to 256x256 pixels during 250 

epochs with Adam optimizer. 

The best performance and accuracy results for all 

approaches are shown in Table 1. First column shows the 

brief description of the method and its hyperparameters, 

the accuracy of the method is shown in the next column. 

We refer to preprocessing time as the time required to 

process train dataset, it includes calculation of 

descriptors, grouping of descriptors/medoids, calculation 

of medoids, CNN learning time. Ther last column 

includes the average inference time to classify one image 

from the test part of the dataset. We used the same 

hardware and conditions for all measurements. 

As one can see it requires about 170 seconds to 

classify the input image using pure matching 500 ORB 

descriptors according to the policies and dataset described 

above having the total accuracy of this model to be 

0.8757, we refer to this result as the baseline one. 

Matching less quantity of descriptors (120 and 80) is 

faster but has lower accuracy. On the other side, matching 

300 medoids obtained from 500 initial ORB descriptors 

requires 14 seconds instead of 170 (with slightly worser 

quality) but calculation of medoids for the training set 

needs some time. Comparison of 120 medoids is close to 

comparison of 120 descriptors in terms of accuracy, and 

the comparison of 80 medoids reaches 0.7456 accuracy 

compared to 0.6923 for 80 descriptors preserving short 

inference time. The results confirm that the usage of 

medoids allows us to redistribute preprocessing and 

inference time to make classification faster. Bag models 

are able to achieve even slightly better accuracy (above 
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0.88) compared to the baseline experiment preserving 

the classification time at the same level as just 

comparison of medoids. 

Finally, CNN requires much more time to train 

model but provides the best accuracy and instant 

inference as expected. 

 
Table 1 – Comparison of accuracies, preprocessing and the classification times 

Method Accuracy Prep. time, sec. Inf. time, sec. 

Matching 500 descriptors 0.8757 24 170 

Matching 120 descriptors 0.7633 22 39 

Matching 80 descriptors 0.6923 23 25 

Matching 300 medoids (500 descriptors) 0.8402 200 14 

Matching 120 medoids (500 descriptors) 0.7574 188 3.4 

Matching 80 medoids (500 descriptors) 0.7456 188 2.2 

Matching 20k medoids calculated on the bag of descriptors  

(500 descriptors) and 300 medoids from test image 
0.8876 1907 14 

Matching bag of medoids (300 medoids from each train image,  

500 descriptors) and 300 medoids from test image 
0.8817 196 14 

Convolutional neural network 0.9527 10000 0,1 

 

Conclusions 

The paper presents the research about the feasibility 

to use medoids obtained from the set of ORB descriptors 

instead of the full set of descriptors to solve image 

classification problem. Using medoids allows us to 

redistribute processing time in order to perform more 

calculations during preprocessing rather than during 

classification. Different methods with grouping of 

medoids or without are considered: the direct comparison 

of medoids instead of descriptors, grouping of descriptors 

following by the calculation of medoids for the group, 

grouping of medoids. The measurement of classification 

accuracy and classification inference were performed.  

Numerical experiments showed that matching 

medoids could have nearly the same accuracy as 

matching descriptors. At the same time, medoids require 

additional time for the calculation during preprocessing 

stage but classification time becomes faster. In our 

particular experiments with Leeds Butterfly dataset, we 

have obtained about 9-10 times faster classification and 

same 9-10 times increasing preprocessing time for the 

models that have comparable accuracies. 

Finally, the efficiency of the proposed ideas was 

compared to the convolutional neural network trained 

and evaluated on the same data. As expected, CNN 

required much more preprocessing (training) time but 

the result is worth it: the CNN provides the best 

classification accuracy and inference time. 
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Медоїди як спосіб упаковки ORB-дескрипторів зображення 

О. В. Гороховатський, О. В. Яковлева 

Анотація .  Мета дослідження. У статті представлено дослідження можливості використання співставлення 

медоїдів, отриманих із набору дескрипторів ORB, замість порівняння повного набору бінарних дескрипторів для задачі 

класифікації зображень. Результати  дослідження. Було запропоновано різні методи, які включають пряме зіставлення 

медоїдів повним перебором, групування медоїдів для окремих класів і групування дескрипторів з наступним 

обчисленням медоїдів серед них. Чисельні експерименти були проведені для всіх цих методів, щоб порівняти точність та 

час класифікації. Було показано, що використання медоїдів дозволило перерозподілити час обробки таким чином, щоб 

виконати більше обчислень під час попередньої обробки, а не під час класифікації. Відповідно до моделювання, 

виконаного на наборі даних Leeds Butterly, порівняння зображень на основі медоїдів може мати таку ж точність, як і 

порівняння дескрипторів (0.69–0.88 для різної кількості дескрипторів). Обчислення медоїдів вимагає додаткового часу 

на етапі попередньої обробки, але час класифікації стає швидшим: у наших експериментах ми отримали приблизно в 9-

10 разів швидшу класифікацію та в 9-10 разів збільшили час попередньої обробки для моделей, які мають порівнянну 

точність. Нарешті, ефективність запропонованих ідей було порівняно з навченими CNN та оцінено на тих самих даних. 

Як і очікувалося, CNN вимагало набагато більше часу на попередню обробку (навчання), але результат був того вартий: 

цей підхід забезпечує найкращі точність та час класифікації. Висновки. Зіставлення медоїдів може досягти таку саму 

точність, як і пряме зіставлення дескрипторів, але використання медоїдів дозволяє перерозподіляти загальний час 

моделювання збільшивши час попередньої обробки та прискоривши класифікацію. 

Ключові  слова:  ознаки зображення; ключові точки; медоїди; класифікація; ORB; бінарні дескриптори; 

зіставлення ознак; групування; мішок ознак; повторюваність; точність класифікації. 
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