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INTRUSION DETECTION MODEL BASED ON IMPROVED TRANSFORMER

Abstract. The object of the study is the process of identifying the state of a computer network. The subject of the study
are the methods of identifying the state of computer networks. The purpose of the paper is to improve the efficacy of intrusion
detection in computer networks by developing a method based on transformer models. The results obtained. The work
analyzes traditional machine learning algorithms, deep learning methods and considers the advantages of using transformer
models. A method for detecting intrusions in computer networks is proposed. This method differs from known approaches
by utilizing the Vision Transformer for Small-size Datasets (ViTSD) deep learning algorithm. The method incorporates
procedures to reduce the correlation of input data and transform data into a specific format required for model operations.
The developed methods are implemented using Python and the GOOGLE COLAB cloud service with Jupyter Notebook.
Conclusions. Experiments confirmed the efficiency of the proposed method. The use of the developed method based on the
VIiTSD algorithm and the data preprocessing procedure increases the model's accuracy to 98.7%. This makes it possible to
recommend it for practical use, in order to improve the accuracy of identifying the state of a computer system.

Keywords: data preprocessing; machine learning; neural networks; RNN; SVM; KNN; transformer models; vision

transformer.

Introduction

Modern society depends more and more on existing
computer technologies. At the same time, cyber threat
statistics show a significant increase in the number of
intrusions into computer systems and networks.
According to recent statistics, cyber-attacks are
becoming more frequent and sophisticated, with an
estimated 1.4 million new threats emerging every day in
2023. The cost of a successful cyber-attack can range
from a few hundred dollars to millions of dollars,
depending on the type of attack and the targeted
organization. Some of the most common cyber threats
include malware, phishing scams, ransomware, and data
breaches.

Dynamic changes in the rate of appearance of new
classes and families of malicious software, methods of
spreading and destruction of anti-virus systems
complicate the possibility of detecting malicious
software and do not satisfy the existing requirements for
the speed and accuracy of detecting malicious software.

Moreover, protection of computer systems and
networks from cyber-attacks has become an increasingly
urgent problem in recent years. Although improved
security features have been added to most systems, there
are still a large number of vulnerabilities, including data
modification or destruction, unauthorized access to
systems and information, etc. In this scenario, intrusion
detection systems (IDS) play a key role in protecting the
network and accurately identifying attacks on the system.

Literature review and problem statement.
Computer network intrusion detection systems are based
on the use of machine learning (ML) methods [1, 2].
Traditional machine learning algorithms such as decision
trees [3], Random Forest [4], K nearest neighbors [5], and
Bayesian methods, recommendation system [6] and
Neural Networks [7] have been successfully used in

intrusion detection systems for many years. The different
ensemble methods, based on meta-algorithms boosting,
bagging and stacking are popular too [8]. However, they
may not be sufficient for processing of high-dimensional
big data generated by modern networks. This is because
these methods are not always able to effectively extract
useful features from the data. Deep learning is becoming
increasingly popular in the area of intrusion detection
system. It has to do with deep learning algorithms are
better suited for processing big data and complex features
than traditional machine learning algorithms. Deep
learning-based intrusion detection models commonly use
models such as convolutional neural networks (CNN)
[9], recurrent neural networks (RNN) [10], long-short-
term memory networks (LSTM) [11], and generative
adversarial networks (GAN).

Recurrent Neural Networks (RNNs) are one of the
most efficient methods for processing sequential data
[12]. They include a feedback loop and transmit the
current state of the model for the computation of its
subsequent state. During network training, gradients may
exponentially decrease or increase over time, leading to
either vanishing or exploding gradients. This makes it
difficult to train the model and update the weights.
Moreover, for input sequences of sufficient length,
recurrent neural networks become inefficient. In such
models, words at the end of the sequence have a greater
influence on the result, since the initial information has
already passed through recurrent transformations many
times. Since important information can contain both at
the beginning and in the middle of a sentence, it is
important to be able to save it until the end of the network
calculations.

Therefore, despite significant progress in intrusion
detection using machine learning and deep learning, three
key challenges remain: long model training time,
unbalanced datasets, and the low efficiency of multiclass
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classification. Thus, the improvement and development
of new methods for computer network identification are
relevant tasks that require further research. In additional,
there are many challenges to designing a reliable,
efficient, and accurate IDS, especially when dealing with
high-dimensional anomalous data with subtle and
unpredictable attacks.

The aim and objectives of the study. This paper
scrutinizes the possibility of using VIiT and ViTSD
models to detect intrusions into computer networks.
VIiTSD models are designed for small datasets, usually
include regularization and data augmentation
mechanisms, which makes them more robust with a
limited number of training examples.

The object of the study is the process of identifying
the state of the computer system and network.

The subject of the study are methods of identifying
the state of computer system and networks.

The purpose of this study is to develop a method for
detecting intrusions in computer networks based on
Vision Transformer (ViT) and Improved Vision
Transformer for Small-Size Datasets (ViTSD).

To achieve this, it is necessary to complete the
following tasks:

— analyse input data and perform their data
preprocessing;

— develop a method for increasing the accuracy of
identifying the state of computer systems and network
through the use of transformer model;

— develop program ViT and ViTSD models;

- analyse an impact of different machine learning
methods on the model performance.

Research materials and methods

To enhance the performance of deep learning-based
models, an attention mechanism has been developed. The
fundamental idea behind the attention mechanism is to
allow the model to learn the importance of different
tokens in a sequence based on context, rather than
assigning a fixed weight to each token. Thus, the model
can learn how to pay attention to words that are more
significant for the result, regardless of their position in
the sentence.

Implementation of the attention mechanism consists
of the following steps:

o initially, each element of the input sequence
(e.g., a word or token) is transformed into a vector
representation using embedding technology — mapping
elements into a continuous space of continuous vectors.
Then, weights are calculated for each element of the input
sequence and the importance of each input element for
the given context is determined. These weights are called
"attention weights" and are calculated based on the
similarity between the current item and all other items in
the input sequence;

o the next step involves normalizing the relevance
scores so that their sum equals one;

o then the relevance scores and the corresponding
values of the input vectors are multiplied. The resulting
matrix will have the same dimensions as the original
matrix of word embeddings, but the values of the
embedding vectors will take into account the context in

which the word is situated. The obtained contextual
vector (Scaled Dot-Product Attention) serves as a
compressed representation of the input data, considering
their importance within this context. This contextual
vector can be used for further data processing, such as
classification, translation, or text generation.

Also, the attention mechanism makes it possible to
partially interpret the decisions made by the neural
network and understand which parts of the input data are
more important.

In the models, usually several "heads of attention™
are used, each of which calculates its own value of
attention (multi-head attention). This allows the model to
focus on different aspects of the data and to detect
different relationships between sequence elements and to
handle sequences of different lengths.

Transformers are one of the most successful
applications of the attention mechanism. The key feature
of the architecture is that recurrent layers have been
completely removed from the network, leaving only
attention mechanisms and auxiliary layers: data
normalization layers and fully connected layers. This
allowed for parallel processing of sequences, handling all
tokens simultaneously rather than token by token.

Transformer models consist of two parts: the
encoder and the decoder (Fig. 1).
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Fig. 1. Transformer model

The encoder is responsible for converting the input
data into an internal multidimensional representation and
consists of several identical blocks (in the original
architecture 6). Each block consists of two layers. The
first layer is a multi-head self-attention mechanism, and
the second is an ordinary fully connected layer. Residual
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connections [13] are employed around each of the two
sub-layers, followed by layer normalization [14]. In other
words, the output of each sublayer can be found as

Output = LayerNorm(x + Sublayer(x)), (1)

where x is input data, LayerNorm is a data normalization
function, Sublayer(x) is a function implemented by the
sublayer itself. To facilitate these residual connections,
all sublayers in the model, as well as embedding layers,
generate outputs of size dmogel = 512.

The decoder also consists of several identical
decoding units. In addition to the two sublayers in each
encoder layer, the decoder inserts a third sublayer that
applies multi-head attention to the output of the encoder
stack.

Similar to the encoder, residual connections around
each of the sublayers are used, followed by layer
normalization. The self-attention sub-layer in the decoder
stack is also modified to prevent information from future
positions influencing the current position. This
modification, along with shifting the output embeddings
by one position, ensures that the prediction for position i
depends only on the known outputs at positions less than
i. The internal representation of the encoder and decoder
layers is shown in Fig. 2.
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Fig. 2. Internal representation
of the encoder and decoder layers
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Model transformers are used in computer network
intrusion  detection systems (Intrusion Detection
Systems, IDS) to process and analyze network traffic
data and identify potential anomalies or intrusions. They
are effective in analyzing network traffic, including data
packets, metadata, and logs. Transformer models are able
to detect such types of attacks as DDoS attacks, SQL
injections, buffer overflow attacks, and others. They can
help in segmenting network traffic into different
categories such as normal traffic, attacks, port scans, etc.
This allows for the analysis of each category separately
and taking actions accordingly based on the detected
threats. In addition, in IDS systems, transformers can be
applied to analyze text data, such as event logs, and
identify potential attacks and incidents based on text
information. They are also useful in predicting future
threats and intrusions based on analysis of historical data
and current activity. Model transformers can be trained
to perform several tasks simultaneously. For example,
they can predict the next network event and
simultaneously determine whether the event is an
anomaly.

The use of different types of transformer models
depends on the specific requirements and characteristics
of the task and requires prior adaptation to intrusion
detection systems (IDS).

Sequence-to-Sequence Transformer models are
typically used to process text sequences and can be
adapted to process network logs or other security-related
text data for anomaly detection.

Time Series Transformer models, specially
designed for working with time series, can be applied in
IDS to process time stamps and network events.
Attention-based models with attention mechanisms can
be useful for detecting unusual patterns in network
traffic.

The attention mechanism allows the model to focus
on key elements of the sequence. Transformer
Autoencoders models can be used to study the
representation of "normal” traffic and detect anomalies in
deviations from this representation.

If the input data includes different types of
information (for example, text logs and numerical
metrics), then Multimodal Transformers can handle them
effectively. Using pre-trained transformer models such as
BERT, GPT, etc. can improve training with small
amounts of data when using Transfer Learning with
Transformers models.

If the structure of the network is important, then the
use of Graph Transformers models is effective. Such
models work with graphs and can be used to process and
analyze network topology.

For image classification, it is effective to use the
Vision Transformer (ViT) [15] model and its improved
Vision Transformer for Small-Size Datasets (ViTSD)
[16] model, which uses the method of image tokenization
with shifted patches (Shifted Patch Tokenization, SPT).
This allows capturing more spatial relationships between
pixels.

Since Transformer models are trained on labeled
data, including normal network traffic and attack data,
they serve as an effective tool for continuous network
monitoring and detecting potential intrusions. However,
the use of Transformer models requires significant
computational power and a large amount of data for
effective training. Moreover, the effectiveness of
Transformer models in intrusion detection systems
depends on the nature of the data, the quality of the
training data, and the specific detection task that needs to
be addressed.

Development of an intrusion detection method
based on improved transformer

This work uses the UNSW-NB 15 data set as input,
which was developed at the Australian Cyber Security
Center (ACCS) Cyber Range Laboratory and contains
information about normal network operation and during
synthetic intrusions. UNSW-NB15 has 45 features and
represents nine main groups of attacks generated by the
IXIA tool: PerfectStorm Analysis, Backdoors, DoS,
Exploits, Fuzzers, Generic, Reconnaissance, Shellcode
and Worms.

An important step in building a model is data
preprocessing, which can significantly improve its
performance. It includes cleaning scaling, balancing and
feature extraction.

The analysis of the input data founded a significant
number of related features (Fig. 3)[17].
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dur state proto service sbytes spkts dpkts sttl dbytes
dur OO 0.079980 -0.053138 -0.104148 0.225432 0.280239 0.217507 -0.000990 0.172492
state 0.079980 EuMUVIIE -0.228909 -0.135552 0.033448 0.050412 0.045430 -0.537155 0.025496
proto -0.053138 -0.228909 EEReVIVVIN -0.239996 -0.012132 -0.033177 -0.040910 & 0.199680 -0.023490
service -0.104148 -0.135552 -0.239996 EERINLLER 0.004752 -0.026797 -0.046527 & 0.112926 -0.033948
sbytes 0.225432 0.033448 -0.012132 0.004752 EEELLLURNVEGEYGIE 0.175834 -0.017866 0.010036
spkts ~ 0.280239 0.050412 -0.033177 -0.026797 QELSTEIUNENEVIIE 0.369554 -0.092536 0.198324
dpkts  0.217507 0.045430 -0.040910 -0.046527 0.175834 0.369554 EERVUVVIE -0.163830 EIRFIEELS
sttl -0.000990 -0.537155  0.199680 0.112926 -0.017866 -0.092536 -0.163830 EEECUIY
dbytes 0.172492 0.025496 -0.023490 -0.033948 0.010036 0.198324 EVETGENL 1.000000
rate  -0.118032 -0.394435 0.208858 0.286647 -0.025102 -0.068249 -0.083173 FEEEIELH -0.047978
dload -0.047033 0.076395 -0.071932 -0.143624 -0.006428 0.074440 0.133835 -0.386224 0.100923
dttl 0.090048 -0.221595 -0.378092 0.049891 0.054601 0.036483 -0.033338 0.012537
sload -0.076344 -0.270630 0.139353 0.002966 -0.015228 -0.044194 -0.054145 -0.031266
dinpkt 0.150801 = 0.076754 -0.025898 -0.059731 -0.001432 -0.003309 -0.007181 -0.006154 -0.007266
sloss 0.240113 0.041305 -0.019758 -0.004532 EUKCCLIZFAENIReYEGEEE (0.189060 -0.038088 0.014561
dloss 0171182 0029645 -0.030430 -0037502 0.007091 0.198683 EEIRIIENGE -0 137737
sinpkt 0.079840 -0.061994 -0.036653 -0.086310 -0.005399 -0.014501 -0.017141 -0.179270 -0.010201

Fig. 3. Correlation matrix

The presence of correlated features negatively
affects the quality of the model. However, correlated
features can contain useful information about the
dependence between variables. When removing one of
them, the model loses access to this information and may
become less informative. To solve this problem, we
previously proposed a special procedure [17]. If there are
features that exhibit a correlation higher than a specified
threshold (e.g., 90%), they are processed using Principal
Component Analysis (PCA). To achieve this, we create
data frames with the two features that have the maximum
correlation and then apply the Principal Component
Analysis (PCA) method. We turn each set into a new
feature. After the formation of new feature, we delete the
old ones and add new feature to the main data set. The
process is repeated until the specified stop criteria are
met. Using the proposed procedure made it possible to
reduce the number of signs to 31

The VIiT and ViTSD models work with images
where each pixel is represented by three channel values.
Therefore, in this paper was proposed a procedure for
converting tabular input data into a special image format,
which is necessary for the models to work. After loading
the data set, we normalized the values from O to 255,
according to the RGB format. Further, from the initial
data, we form N arrays of size k x k, where k is the number
of features and duplicate three times. Using the above
procedure, the raw data of UNSW-NB 15 is transformed
into a structure (2744, 31, 31, 3). As result we got 2744
"images" of size 31x31x3.

To investigate the effectiveness of VIiT and ViTSD
models, as well as the proposed feature correlation
reduction procedure, software models were developed in
the Python environment using Google Colab. The quality
of the model was estimated by accuracy, training and
testing time of model (Tabl. 1).

Table 1 — Indicators of quality of ViT and ViTSD models with and without
using of the feature correlation reduction procedure

L Using the method PCA Without prior data preprocessing
Quality indicators
ViT ViTSD ViT ViTSD
Accuracy 0.973 0.987 0.761 0.952
Training time, s 1056 1176 816 817
Testing time, s 20 14 20 10

As you can see in the table, applying the proposed
feature correlation reduction procedure for the ViT
method improved the accuracy of the model from

0.761% to 0.973% with the same testing time. For the
VIiTSD model, the accuracy also increased by 3.5 %,
although the testing time also increased.
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To evaluate the quality of the proposed Vision
Transformer and ViTSD intrusion detection models,
classical models based on SVM and KNN methods were
investigated.

A comparative analysis of the results of the
developed intrusion detection models based on ViT and
ViTSD and classical models based on SVM and KNN
methods is given in Tabl. 2.

Table 2 — Results of machine and deep learning models using the data preprocessing procedure

Quality indicators Accuracy Training time, s Recognition time, s

SVM 0.910 107 21

With the use of data KNN 0.933 0.06 10
preprocessing procedure ViT 0.973 1056 20
ViTSD 0.987 1176 14

SVM 0.908 128 18

Without using the data KNN 0.931 0.02 12
preprocessing procedure ViT 0.761 816 20
ViTSD 0.952 817 10

As you can see in the table, the best accuracy is
achieved by using the Vision Transformer For Small-
Size Datasets model with preprocessing of the input data
using the proposed feature space reduction procedure.

Conclusions

As part of the research, an analysis of various
approaches to improving the quality of computer network
intrusion detection models was performed. Traditional
machine learning algorithms and deep learning methods
have been analysed, and the advantages of using
transformer models have been considered. The efficiency
of using the ViT and ViTSD models was proved.

To enhance the performance of the model, a
procedure for reducing the correlation of input data has
been proposed, achieved through the recursive
application of Principal Component Analysis (PCA).
This has led to a reduction in the size of input data and
decrease training time for the model.

The procedure for converting tabular raw data into
a special image format, which is necessary for the
operation of deep learning models Vision Transformer
(VIiT) and Vision Transformer for Small-size Datasets
(VIiTSD), has been developed.

A method for detecting intrusions into computer
networks is proposed, which differs from known ones by
using the Vision Transformer for Small-size Datasets
(ViTSD) deep learning algorithm and a special procedure
for reducing the correlation of the input data and
converting tabular output data into a special image
format.

The UNSW-NB 15 set, which was developed in the
Cyber Range Laboratory of the Australian Cyber
Security Center (ACCS) and contains information about
the normal functioning of the network and during
synthetic intrusions, was used as the source data.

To investigate the effectiveness of the proposed
methods, software models were developed in the Python
environment using Google Colab. The performance of
the model was evaluated using accuracy, model training
and testing time. A comparative analysis of the proposed
method and classic models based on the SVM and KNN
methods was performed.

It was found that the use of the developed method
based on the VIiTSD algorithm and data preprocessing
procedure led to an increase in the model's accuracy to
98.7%, which is 22.6% better compared to the ViT
method.
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Mopenb BUSIBJIEHHSI BTOPTHEHb
Ha OCHOBi mokpauieHoro Tpancopmepa

C. 1O. I'aBpunienxko, B. O. ITonropanpkuit, Heunnopenko A. C.

AHoTanis. O6'eKTOM JOCIIIKEHHS € Tpoliec iAeHTH]iKalii cTaHy KOMITTOTepHOT Mepexi. [IpeameTom HoCiHKeHHS €
MeToM ineHTH(iKkalii cTaHy KOMIT IOTepHUX Mepex. MeTOoI0 CTaTTi € MiIBUICHHS SIKOCTI BUSBJICHHS BTOPTHEHb Y KOMI IOTEPHI
Mepexi IUITXOM po3poOKM METOJy Ha OCHOBI Mopenei-tpancdopmepiB. OTpuMaHi pe3yabTaTtH. Y poOOTi MpoaHati30BaHO
TPaAMLIiHHI aIrOPUTMU MAIIMHHOIO HABYAaHHS Ta METOJHU TJIMOOKOTO HAaBYAHHSI, PO3IJISHYTO MEepeBard BUKOPHCTAHHS MOJeNeH -
TpaHchopMepiB. 3arpoONOHOBAHO METOJ BHUSBIICHHS BTOPTHEHb B KOMIT FOTEPHI MEpEXi, SKHI BiAPI3HAETHCS BiJ BiIOMHUX
BUKOPHUCTAHHSIM alTOPUTMY TiHOoKoro HaByaHHs Vision Transformer for Small-size Datasets (ViTSD), mictuts mpouexypu
3MEHIICHHS KOPEeNALii BUXiTHUX JAaHUX Ta MEPETBOPECHHS TaOMMYHUX BUXITHHUX JAHHUX Yy CHeUialbHUNA Gopmar, HeoOXiMHMHA I
pobotu Mozenei. JlocmikeHi METOIH peanizoBaHi MporpamMHo 3 BUKopucTaHHAM xMapHoro cepsicy GOOGLE COLAB na ocHOBI
Jupyter Notebook. BucnoBku. ITpoBenieHi eKCIIepUMEHTH MTiITBEPANIM MPALE3IaTHICTh 3alPONOHOBaHOTO MeToay. OTpUMaHo,
0 BUKOPUCTAaHHS PO3pOOJICHOr0 MeToay Ha OCHOBI anropurmy ViTSD Ta mporeaypu nomepenaHboi 0OpoOKH JaHHX HaJae
MO>KJIMBICTB MiABHUIINTH TOUHICTH Moieni 10 98,7%. Lle Hajae MOXKITMBICTh pEKOMEH/IyBaTH HOT0 U1 IPAaKTHYHOTO BUKOPHUCTAHHS
3 METOIO MiJBUIIEHHS TOYHOCTI ileHTH(]iKaLii cCTaHy KOMIT IOTEPHOI CHCTEMH.

KawuoBi caoBa: momepenns o0poOka JaHWX; MamnHHEe HapuaHHs, HelponHi mepexi; RNN; SVM; KNN; mozmei-
tpancdopmepu; Vision Transformer.
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