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PRACTICAL PRINCIPLES OF INTEGRATING ARTIFICIAL INTELLIGENCE
INTO THE TECHNOLOGY OF REGIONAL SECURITY PREDICTING

Abstract. Objective. The aim is to enhance the efficiency of diagnostics for determining the level of air attack safety
through the practical integration principles of artificial intelligence. Methodology. Models and technologies for safety
diagnostics of the region (territorial community) have been explored. The process of building an artificial intelligence
model requires differentiation of objects at a level to accumulate assessments-characteristics of aerial vehicles. The
practical integration principles of artificial intelligence into the forecasting technology are based on the Region Safety
Index, used for constructing machine learning models. The optimal machine learning model of the proposed approach is
selected from a list of several models. Results. A technology for predicting the level of regional safety based on the Safety
Index has been developed. The recommended optimal model is the Random Forest model ([('max_depth’, 13), ('max_features’,
'sqrt’), ('min_samples_leaf, 1), (‘min_samples_split, 2), (‘'n_estimators', 79)]), demonstrating the most effective quality
indicators of MAE; MAX; RMSE 0.005; 0.083; 0.0139, respectively. Scientific Novelty. The proposed approach is based on a
linear model of the Region Safety Index, which, unlike existing ones, takes into account the interaction of factors. This allows
for advantages of the proposed method over existing approaches in terms of the root mean square error of 0.496; 0.625,
respectively. In turn, this influences the quality of machine learning models. Practical Significance. The proposed solutions

are valuable for diagnosing the level of safety in the region of Ukraine, particularly in the context of air attacks.
Keywords: predicting; linear equation; double interaction; linear scaling; safety index.

Introduction

The analysis of the legal framework of the country,
in particular the Law of Ukraine “On National Security
of Ukraine”, indicates the need for research updates in
the development of new approaches to planning or
predicting in the field of national security [1]. A number
of scientific studies on predicting the security
component using artificial intelligence tools are
increasing each year, as evidenced by Google Trends
search queries. In particular, general issues of using
artificial intelligence in national security systems are
discussed in detail in article [2]. Article [3] discusses the
use of artificial intelligence for the environmental safety
of the state. Articles [4, 5] discuss the use of the Internet
of things in national security systems. Articles [6, 7]
focus on data mining. The book [8] examines the
implications of technical, legal, ethical, privacy, human
rights and civil liberties issues regarding artificial
intelligence and national security. In articles [9, 10], the
emphasis is on the economic aspects of the problem
under consideration. The information component of the
problem under consideration is analyzed in articles [11,
12]. Aspects of the fight against complex cybercrimes
are discussed in articles [13, 14]. Issues of using neural
networks in research related to national security are
discussed in articles [15, 16]. Aspects of the use of
cloud technologies related to this problem are discussed
in articles [17-19].

The effectiveness of predicting regional security,
especially in terms of air defense, depends on the threat
environment, tactics, and capabilities of the adversary
[20]. Limitations of existing approaches to integrating
artificial intelligence into regional security predicting lie
in addressing a series of specific issues. Therefore, the
problem is partially resolved and requires the
development of new approaches.

The aim of the research is to enhance the
efficiency of air attack risk diagnosis by utilizing
practical principles of artificial intelligence integration.

The research focuses on the intellectual analysis
process in predicting the security level of a region
during air alarms.

The subject of the study includes models and
information technologies for diagnosing the security of
the region (territorial community).

The research tasks are as follows:

1. Conduct a comparative analysis of existing
approaches to diagnosing levels of air threat complexity
and propose a state security index that considers the
principles of interdependence of variables, linear
scaling, and exhaustive consideration of all
combinations of assessments.

2. Propose a technology for predicting the level of
regional security (territorial community) based on the
regional security index and machine learning models.

3. Perform experimental verification of the
proposed approaches.

A review of related scientific publications.
Existing developments in the field of regional or
national security technologies are dedicated to the
development of new approaches for diagnosing and
monitoring various types of threats, including
ecological-economic [21], informational [22], and
financial [23].

Alongside these efforts, a series of public alert
systems have been developed, particularly for
radiological emergencies, providing reliable information
in near-real-time about the radiological status of the
environment around nuclear power plants [24]. These
systems are focused exclusively on diagnosing the
radiological condition of power plants and are not
designed for household use. The use of artificial
intelligence tools is the underlying technology that
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allows for event prediction, including regional security
events, based on trained models.

A prototype of using artificial intelligence tools for
predicting danger is presented in the work [25], where a
variety of artificial intelligence models are employed to
detect malicious software. This approach represents a
classical foundation for utilizing artificial intelligence,
with further development discussed in [26].

Research [26 explores approaches to preserving
human lives by creating mobile applications with
danger notifications. The proposed model describing the
population's reaction to notifications uses a linear
model, taking into account the cumulative values of
unique mobile devices and their movement time.
Essentially, this proposed model serves as a safety
index. Research results indicate that 35% to 45% of
civilian casualties could be avoided if the population
responded to application notifications.

In another scientific work [27], the use of indices
is explored at a different level. A model for the
effectiveness of air defense is proposed, based on
determining the probable number of air threats and the
ability of air defense systems to repel an airborne attack.
The model considers coefficients for individual defense
tools, the number of available missiles, the interaction
of a particular type of equipment in one firing cycle, and
the simultaneous engagement of multiple targets.

Works [26, 27] contain indices constructed using
linear mathematical operations and consider unique
components that have not been studied in research [28].
However, developments in [28] propose a linear model
with nonlinear variables, essentially a combined or
hybrid model. This model is built on the principle of
factor interaction, demonstrating sufficient accuracy
based on the criterion of mean square deviation within
the research framework [28].

In addition to approaches wusing artificial
intelligence models and indices that combine multiple
assessments into one overall index, a technology for
predicting the level of security should characterize
evacuation plans or provide evacuation
recommendations based on the level of received
assessments. This idea has been studied during the
development of population evacuation strategies, which
is a key research direction in NATO countries. During
evacuations, social and material-technical factors should
be considered, as recommended in [29].

Therefore, each existing approach [21-29] is
unique and addresses a specific problem, not
specifically focused on the features of predicting the
security level of a country based on safety index
assessments.

Research methodology. During the research, four
components were studied, where the number of possible
permutations Xi, Xz, X3, X« would be the product of
unique values of each variable: 5-5-5-5=625. This
formed the theoretical studied sample, which comprised
N1=625 events. The experimental sample involved the
use of the known dataset “Massive Missile Attacks on
Ukraine” [30], accumulating information about air
attacks on Ukraine since October 2022. The dataset
includes N,=605 events related to air alarms, including

the start/end time of the attack, missile type, launch
location, launch pad, number of launched/destroyed
missiles, and the information source (mostly Facebook
posts).

The technology for predicting regional security
involves utilizing information from the dataset
regarding missile type, launch location, launch pad, and
the number of launched/destroyed missiles. The toolkit
for diagnosing regional security is created using an
analytical method and a modeling method, with
program implementation done in Python using libraries
such as Sklearn, numpy, and pandas. In the
experimental investigation, a comparative analysis of
the proposed index determination model and an existing
one [12] was conducted.

In the process of building machine learning
models, a well-known model-building technology [31]
was utilized. Step 1. Build basic machine learning
regression models and examine performance indicators,
including R? (coefficient of determination), RMSE
(Root Mean Square Error), MAE (Mean Absolute
Error), MAX (Maximum Absolute Error), and bias-
variance. Step 2: Select models that do not exhibit
overfitting and improve them using grid search,
particularly with the scikit-optimize package and the
BayesSearchCV hyperparameter optimization method.
Examine the model's performance indicators. Step 3:
Select the optimal model.

Formal statement of the research task. The
regions of the country R are subject to air attacks by the
enemy. Attacks are carried out from a set of types of
unmanned aerial vehicles xi1, where x; categorical
variable transformed into a numerical one, ranging from
1 to 5, corresponds to the set of launch methods for
objects x4, where x4 is a categorical variable transformed
into a numerical one ranging from 1 to 5. In addition,
we have characteristics of the number of launched x
and intercepted xs missiles, varying from 1 to n and
from 0 to n, respectively.

Propose a model K that determines the security
level of a region depending on the components: type of
unmanned aerial vehicle or missile xi, number of
launches X, number of interceptions xs, and launch
method xa.

Model K should consider interaction principles to
determine variable dependencies, linear scaling
principles to transform ratings from one range to a range
of 1 to 5, and complete enumeration of all rating
combinations. This will allow a more precise
consideration of the variable's impact on the overall
level of model K.

The proposed model K is selected from the set of
models M, where K; for i=1,2,...,n, subject to
condition:

Kope =argmin x. . RMSE(K;), (1)

where RMSE(K;) — the value of the root mean square
error for the model K.

Security level assessments of the state K will be
used for constructing regression models with machine
learning tools. The criteria for selecting machine
learning models include RMSE, MAE, and MAX.
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Experimental research. The process of
developing the region's security index involves the
formation of input assessments, where a crucial aspect
is the study of their intervals and quantity. The
researched characteristics (indicators) of the dataset
include the type of unmanned aerial vehicle or missile,
the number of launched/hit objects, and the method of
object launch.

In investigating the types of unmanned aerial
vehicles or missiles and the method of launch, 35 and

43 unique names were identified, respectively. The
analysis of the quantity of launched and hit missiles
revealed the following values. Launched missiles vary
in the range from 1 to 96, and hit ones from 0 to 75
units. To differentiate between types of aircraft and
methods of object launch, certain varieties were
highlighted. The quantity of launched and hit objects is
recorded with the corresponding values. The
determination of the Chi-square assessments is carried
out using Table 1.

Table 1 — Types of objects and scales of object differentiation at the level for accumulating assessments-characteristics of aircraft

Obiject type

Assessment or quantity of units

Type or variety of object

1 Drones

2 Subsonic missiles
Type of unmanned aerial vehicle or missile, x1 3 Operatlonal-ta}ctlcgl r_mssnes
4 Hypersonic missiles
5 Combined option (drones +
missiles)
Number of launched missiles, x2 n launched, units From 1 to 96
Number of intercepted missiles, x3 K intercepted, units From 0 to 75
1 From a launch installation

Using navigation

Launch method of the object, x4

From a submarine or ship

From an aircraft

abhfwin

Combined option (all listed)

Let's note that, by analogy, other characteristics
may be added during the life cycle of the technology.
The mentioned variables are used to determine the
region's safety index, considering the principles of
interaction, linear scaling, and the enumeration of
possible rating combinations.

The region's safety index K can be expressed by
the model (2):

K =X1+X2+X3+X4+(X1X3)+(X2X4), (2)

where x; — type of unmanned aerial vehicle or missile,
X2 — number of launched missiles (from 1 to n), x3 —
number of intercepted missiles (from 0 to k), x4 — launch
method of the object.

Since the number of launched and intercepted
missiles is unknown and can vary, it is necessary to
transform the variables x, and xs into a five-point range.
The transformation is constrained to obtain only
positive ratings within the range from 0 to 5.0.
Normalizing variables using Standard Scaler, Max Abs
Scaler, Min Max Scaler on the theoretical sample
demonstrated negative ratings, which is unacceptable
for equation (2).

Therefore, we perform the transformation of x, and
X3 into a range from 1 to 5 using linear scaling as
follows:

Xi = (((5-1) - (current assessment x;-1)) /
/ (maximum assessment x;-1))+1, 3)

where x; — object type from table 1.

The proposed procedure is universal and ensures
variable flexibility. Thus, with values of xi, X2, X3, Xa
equal to 1.0, the value of K is 6.0, and with X1, X2, X3, Xa
equal to 5.0, the value of K; is 70.0. The final formula
for the region's safety index is given by equation:

KS=(((5-1) - (current assessment K;-1))/ (K; max-1))+1, (4)

where K; — current evaluation of K, Kj max — maximum
value of Ki.

The proposed approach serves as the basis for
forming a region safety predicting technology.

Block 1. The existing dataset is imported, and
evaluations are accumulated using Table 2.

Table 2 — Types of objects and scales of object
differentiation at the level for accumulating
assessments-characteristics of aerial vehicles

. Assessment or Type or variety of
Object Type quantity of units obje)g:t) (Characte);istic)
1 1.1
2 1.2.
Object Type 1 3 1.3.
4 1.4.
5 15.
Object Type 2 n, units 2.1.
Object Type 3 K, units 3.1
1 4.1.
2 4.2.
Object Type 4 3 4.3.
4 Characteristic 4.4.
5 Characteristic 4.5.

The dataset is being examined for the number of
assessed values, missing values, minimum and
maximum values, and unique values.

Block 2. The determination of the region safety
index is carried out using formulas (2)—(4). The formula
is constructed in such a way that the values of the
number of launched and intercepted missiles are
normalized to a five-point scale (Table 3).

Block 3. If the obtained result does not satisfy the
decision-maker, a transition to Block 1 is made, where
adjustments to the input assessments are performed.
Otherwise, a transition to Block 4 is carried out.
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Table 3 — Results of determining the safety index

Ne Xi KS
1 Xill KS11
2 Xi2l KS21
n Xinl KSnm

Block 4. The determined safety index ratings are
used in machine learning regression models.
Performance indicators of the models without
hyperparameter tuning, namely R2train/R2test, MAE,
MAX, RMSE, bias and variance, are shown in Table 4.

Based on the results of the comparative analysis,
one or several models are selected for a more detailed
analysis.

Block 5. If the obtained result does not satisfy the
decision-maker, a transition to Block 1 is made, where
adjustments to the input assessments are performed.
Otherwise, a transition to Block 6 is carried out.

Table 4 — Results of investigating the performance
indicators of machine learning models without
hyperparameter tuning

Researched

Model 1.1 Model n
approach
R2train/R2test R2train/R2test R2train/R2test
MAE MAE MAE
MAX MAX MAX
RMSE RMSE RMSE
Bias Bias Bias
Variance Variance Variance

Block 6. A list of hyperparameters for the safety
prediction model is formed for use in the BayesSearchCV
method. The results of the investigations of optimized
models are shown in Table 5.

Block 7. The constructed model is checked using
learning curves.

Block 8. The obtained prediction result is used to
determine the danger of the region, shown in Table 6.

Table 5 — Comparative analysis of models based on region safety index evaluations,
without hyperparameter tuning, and with hyperparameters

Researched approach Model 1 without hyperparameter settings Model n with hyperparameter settings
R2train/R2test Model 1.1. R2train/R2test Model n R2train/R2test
MAE Model 1.1. MAE Model n MAE
MAX Model 1.1. MAX Model n MAX
RMSE Model 1.1. RMSE Model n RMSE
Bias Model 1.1. Bias Model n Bias
Variance Model 1.1. Variance Model n Variance

Table 6 — Levels of danger in regions of the country based on the safety index values

Ne The level of the security index of the regions Danger level of the region
1 From 1.0 to 2.0 Low level of danger
2 From 2.01to 3.0 Medium level of danger
3 From 3.01 to 4.0 A sufficient level of danger
4 From 4.01to 5.0 High level of danger
According to the research methodology to The comparative analysis of the proposed and

demonstrate the advantages of the proposed index over
the existing one, condition (1) was used. The results of
the experimental study of the region safety index, based
on the theoretical sample, are shown in Table 7, where
the primary assessments xi, transformed assessments X; g,
and the indices KSyr, KSex are provided.

Table 7 — Comparative analysis of the proposed (KSpr)
and existing (KSex) safety indices for regions
constructed based on a theoretical sample
of assessments

Ne X1 X2 X3 | xa | x2.t |x3 t| KSex | KSpr

1 1 1 1 1 1 1 0.2 1

2 1 1 1 2 1 1 | 025 |1125

3 1 1 2 1 1 2 | 035 1125

625 | 5 5 5 5 5 5 5 5.0

SUM |1875| 1875 |1875|1875| 1875 |1875| 1125 |1562.5

RMSE 0.922 | 0.729

existing state safety indices, based on the criterion of
root mean square deviation, indicates the advantage of
the proposed approach. Specifically, the root mean
square error for the proposed and existing approaches is
0.729 and 0.922, respectively. This hypothesis is also
confirmed in the experimental sample, as shown in
Table 8.

The root mean square error obtained from the
experimental results for the proposed and existing
indices is 0.494 and 0.625, respectively. Using the
assessments from Table 4, we build a machine learning
model to predict the region's safety level, as shown in
Table 9.

Based on the results of the constructed machine
learning models, Decision Tree, Gradient Boosting, and
Linear Regression models exhibit a process of
overfitting, as indicated by the determination
coefficients on the training/testing samples (1.0/0.99;
1.0/0.99;  0.94/0.93, respectively).  Overfitting
characteristics are confirmed by the dispersion index
values (0.004; 0.003; 0.015, respectively) and bias
values (0.03; 0.019; 0.007, respectively).
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Table 8 — Comparative analysis of the proposed (KiSpr) and existing (KSex) safety indices for regions constructed

based on an experimental sample of assessments

Ne X1 X2 X3 X4 X2_t X3_t KSex KSpr
1 4 5 4 4 1.168 1.162 1.334 1.858
2 1 3 3 1 1.084 1.108 0.219 1.030
3 1 7 5 1 1.252 1.216 0.249 1.065
605 1 15 14 1 1.589 1.702 0.349 1.168
SUM 1227 5633 4523 1227 816.7 816.78 412.2 843.34
RMSE 0.625 0.496

Table 9 — Results of investigating the performance indicators of machine learning models

Researched approach Linear Regression Decision Tree Random Forest Gradient Boosting
R2train/R2test 0.94/0.93 1.0/0.99 0.99/0.99 1.0/0.99
MAE 0.085 0.008 0.007 0.009
MAX 0.671 0.259 0.269 0.233
RMSE 0.124 0.03 0.029 0.028
Bias 0.015 0.004 0.003 0.003
Variance 0.007 0.03 0.014 0.019

The Random Forest model demonstrates optimal
accuracy  values. Therefore, we will create
hyperparameters to improve it in two steps.

The first step involves using n_estimators with
values from 10 to 100, max_depth from 1 to 20,
min_samples_split from 2 to 10, min_samples_leaf
from 1 to 5, and max_features with ‘auto’, 'sqrt’, 'log2".

Additionally, we set the number of iterations to 30 and
the number of cross-validation folds to 5. In the second
step, we add ‘criterion’ to the previous list with
parameters 'poisson’, 'squared_error', 'absolute_error,
'friedman_mse', 'bootstrap’, 'oob_score' with parameters
True, and the random number generation seed, as shown
in Table 9.

Table 10 — Comparative analysis of the Random Forest model based on region safety index evaluations, without

hyperparameter tuning, and with hyperparameters

([(.Rnigg O(;T; Ft(;]fesltg) Random Forest ([(‘bootstrap’, True),
Random Forest . _dep e (‘criterion’, 'squared_error"), (‘max_depth', 13),
Researched ith ("max_features’, 'sqrt’), . f SR es leaf"
approach without ('min_samples_leaf", 1) (ma>§_ eatures’, "auto ),(mln_samp es_leaf’, 1),
hyperparameter ('min_samples_spli t.’ 2)' ("min_samples_split', 2), ('n_estimators', 10),
('n_?astimator_s', 790 ("oob_score’, True), (‘random_state’, 42)])
R2train/R2test 0.99/0.99 0.99/0.99 0.99/0.99
MAE 0.007 0.005 0.0075
MAX 0.269 0.083 0.303
RMSE 0.029 0.0139 0.0284
Bias 0.003 0.0005 0.001
Variance 0.014 -0.005 0.007
As seen from Table 6, Random Forest models, Random  Forest model  ([('max_depth’, 13),

with different settings and without, achieve a
compromise with a determination coefficient on the
training/testing samples of 0.99/0.99. The values of
dispersion and bias significantly decrease when using
hyperparameters ([('max_depth', 13), (‘max_features',
'sqrt’), (‘min_samples_leaf', 1), ('min_samples_split', 2),
(‘'n_estimators', 79)]) and are 0.0005 and -0.005,
respectively. A negative value of dispersion indicates a
slight probability of overfitting. To avoid this process,
the number of hyperparameters has been increased
following the research methodology.

The obtained determination coefficient values
remained similar to the previous results, but the values
of dispersion and bias increased, indicating signs of
overfitting. Additionally, the values of MAE, MAX,
RMSE increased in the model. Therefore, for predicting
the region's safety index, it is recommended to use the

(‘max_features',  'sgrt’),  (‘'min_samples_leaf', 1),
('min_samples_split', 2), ('n_estimators', 79)]). This
model is characterized by minimal overfitting
probability in the future and has the following optimal
quality  indicators:  MAE=0.005, MAX=0.083,
RMSE=0.0139. The quality of the selected model is also
confirmed by the learning curves, as shown in Fig. 1.

The learning curves of the Random Forest model
([(max_depth', 13), (‘max_features', 'sqrt"),
(‘min_samples_leaf, 1), (‘'min_samples_split, 2),
('n_estimators', 79)]) confirm the sufficiency of the
dataset for model construction and demonstrate the
quality of determination coefficients for the
training/testing samples. As shown in the graph, a sample
size of 250 units and above is sufficient for conducting
the research. The values of the determination coefficients
stabilize and remain unchanged at 0.99.
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Fig. 1. Learning curves of the Random Forest model with hyperparameters set to
[('max_depth', 13), (‘'max_features', 'sqrt’), (‘'min_samples_leaf', 1), ('min_samples_split', 2), ('n_estimators', 79)]

Let's consider a practical example of using the
safety level prediction model. If we input 5, 1.25, 3.4, 4
into the constructed Random Forest machine learning
model, we get a safety index level of 2.73. The obtained
safety index value for the region indicates a medium
level of danger.

The proposed index is characterized by the use of
four variables: type of unmanned aerial vehicle or
missile, the quantity of launched and hit objects, and the
method of object launch. As seen in existing works [26,
27], models also consider time, object movements,
additional coefficients to enhance the interrelation level.
Additionally, it is worth considering meteorological
conditions. From the perspective of mathematical
operations, a linear model is proposed. If non-linear
operations, such as squaring all variables and finding
the overall sum, are added to the linear model, a more
accurate model is obtained, with a mean squared error
of 0.716.

However, incorporating these decisions will form a
new approach to security prediction, so the proposed
model has the mentioned limitations.

Conclusions

1. The task of developing a state security index is
addressed by utilizing a linear model with combined

variables, which, unlike existing models, takes into
account the principles of variable interdependence,
linear scaling, and exhaustive consideration of all
combinations of assessments.

2. The task of developing a technology for
predicting the security level of a region is solved by
employing machine learning models, whose input
assessments are determined using the state security
index. The proposed approach has an advantage over
existing ones in terms of mean squared error, which in
the theoretical sample is 0.729; 0.922, respectively.

3. Experimental verification confirmed the
hypotheses put forward, where in the experimental
sample, the proposed approach also outperforms in
terms of mean squared deviation: 0.496; 0.625,
respectively.

The task of predicting the security of the region is
addressed by using a Random Forest model with tuned
hyperparameters. The model's adequacy is confirmed by
minimal values of bias and variance: 0.0005; -0.005,
respectively, a balance of determination coefficients on
training and test samples: 0.99; 0.99, and learning
Ccurves.

Additionally, the proposed model demonstrates
optimal quality indicators: MAE; MAX; RMSE 0.005;
0.083; 0.0139, respectively.
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MpaxkTuyni 3acagyn iHTerpauii MITY4YHOTO iHTETEKTY
B TEXHOJIOTiI0 MPOTHO3YBaHHS (0e3MeKH Periony

O. B. llledep, O. 1. Jlaxrionos, B. ®. Ilenn, A. JI. I'mymko, H. I'. Kyuyk

AHoTtauis. Mera. [linBunieHHs e()eKTUBHOCTI JIarHOCTUKU Ha TMPEAMET BU3HAYCHHS PiBHs O€3MeKH MOBITPSHOI aTaku
3a paxyHOK BHKODHCTaHHS MpPaKTHYHMX 3acaj iHTerpamil ITy4Horo iHTedaekry. Meroamka. [ocmimkeHo Moneni Ta
TEXHOJIOTi] Ha MpeAMeT AiarHOCTHKH Oe3neku perioHy (TepuropianbHoi rpomanu). [Ipouec moOymoBH MoJelni MITYYHOTO
iHTeNneKTy moTpebye nudepeHiiroBaHHs 00’€KTiB Ha PiBHI JJIs1 HAKOTMYEHHs OLIHOK-XapaKTepHCTHUK JIITAJbHUX aIaparis.
OCHOBOIO NPaKTUYHMX 3acaj] iHTerpauii MTY4YHOrO iHTEJEKTY Y TEXHOJOTIIO NPOTHO3YBaHHS € iHAEKC OE3NEeKH pPeriony,
KOTpHil BHKOPHCTOBYEThCS Ui NOOYJOBH MoOJelell MaulMHHOrO Hap4yaHHA. OnTHMalibHAa MOJENb MAIIMHHOTO HaBYaHHS
3alpPONOHOBAHOTO MiX0Ay 0OHpaeThes 3i CMUCKY KiNBKOX Mojenel. PedynbTaTn. Po3po6ieHO TEXHONOTiF0 MPOrHO3yBaHHS
piBHS Oe3leKkn perioHy Ha OCHOBI iHJEKCy Oe3mekd. Y SIKOCTi ONTHMAaNbHOI MOJAENI PEeKOMEHIOBAHO BHUKOPHCTOBYBATH
momens Random Forest ([(‘max_depth’, 13), (‘max_features', 'sqrt’), (‘min_samples_leaf', 1), (‘min_samples_split', 2),
('n_estimators', 79)]), mo aeMoHcTpye HaiiedexTmBHImI mokazHUKH skocti MAE; MAX; RMSE 0,005; 0,083; 0,0139
Bignosigno. HaykoBa HoBW3HA. 3anponoHoBaHHU MiaXix 06a3yeThCst Ha OCHOBI JIIHIHHOT MoJeni iHIeKCy Oe3NeKH perioHy,
110 Ha BiJMiHY BiJ| iCHyIOUHX BpaxoBye B3aemofito ¢akropis. I{e 103Bojsie OTpUMATH MEepeBaru 3almpONOHOBAHOTO METOLY
HaJ ICHYIOUMMH IiJX0JaMH 32 03HAKOI cepelHbOKBaaparuuHoro Biaxuiaenus 0,496; 0,625 BiamoBigHo. Y cBoIO yepry, e
BIUIMBAE Ha SKiCThb MoJeieil MalMHHOro HaB4aHHA. IIpakTHYHA 3HAYMMIicTh. 3aPONOHOBAHI PIillIEHHS € KOPHUCHUMH UL
JiarHOCTHKY piBHS Ge3neKH periony YkpaiHu, 30KpeMa MOBITPSIHUX aTak.

Kaw4oBi ciioBa: nmporHo3yBaHHs; JiHiHE pIBHSHHS; MOBIHHA B3a€MOIis; JIiHIHHEe MacIITaOyBaHHs; IHICKC OC3MEKH.
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