ISSN 2522-9052

CyuacHi indopmariitai cucremu. 2024. T. 8, Ne 1

UDC 528.852.1:004.932

doi: https://doi.org/10.20998/2522-9052.2024.1.07

Fangfang Li?, Sergey Abramov?, Ihor Dohtiev?, Vladimir Lukin?

! Nanchang Hang-kong University, Nanchang, China

2National Aerospace University “Kharkiv Aviation Institute”, Kharkiv, Ukraine

ADVANTAGES AND DRAWBACKS OF TWO-STEP APPROACH
TO PROVIDING DESIRED PARAMETERS IN LOSSY IMAGE COMPRESSION

Abstract. The object of the study is the process of lossy image compression. The subject of the study is the two-step
approach to providing desired parameters (quality and compression ratio) for different coders. The goals of the study are to
review advantages of the two-step approach to lossy compression, to analyze the reasons of drawbacks, and to put forward
possible ways to get around these shortcomings. Methods used: linear approximation, numerical simulation, statistical
analysis. Results obtained: 1) the considered approach main advantage is that, in most applications, it provides substantial
improvement of accuracy of providing a desired value of a controlled compression parameter after the second step compared
to the first step; 2) the approach is quite universal and can be applied for different coders and different parameters of lossy
compression to be provided; 3) the main problems and limitations happen due to the use of linear approximation and essential
difference in behavior of rate/distortion curves for images of different complexity; 4) there are ways to avoid the approach
drawbacks that employ adaptation to image complexity and/or use certain restrictions at the second step. Conclusions: based
on the results of the study, it is worth 1) considering more complex approximations of rate-distortion curves; 2) paying more
attention to adequate and fast algorithms of characterizing image complexity before compression; 3) using quality metrics
that have quasi-linear rate/distortion curves for a given coder.
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and drawbacks.

Introduction

The amount of images of different origin acquired
by numerous imaging systems increases rapidly [1-3].
This happens in medical imaging [1], military
applications [2], remote sensing [3], social networks [4],
etc. Moreover, average image size increases due to better
resolution of cameras and a tendency to use more image
components in multispectral [5], hyperspectral [6], and
radar polarization [7] imaging. This causes problems in
acquired data management in general and image transfer
via communication channels and storage in particular.

One way out is to compress images [5, 6, 8]. Lossless
image compression techniques [8, 9] do not introduce
distortions into compressed data but compression ratio
(CR) for them is usually too small and this restricts their
application in practice. Then, one has to apply lossy
compression that introduces distortions inevitably [10, 11].
The questions that arise are what distortions can be
considered appropriate, how to control them, what
compression method to apply, and so on [11-13].

A standard tendency is that distortions become
larger if CR increases [10, 12, 14] (the exceptions are the
so-called strange images [15] that are met quite rarely
and are not considered in this paper). This means that a
rate/distortion curve, i.e. a dependence of a metric that
describes distortions on a parameter that controls
compression (PCC) is monotonous. This potentially
allows reaching a compromise between compressed
image quality and CR or to provide a desired quality
characterized by a chosen metric [10, 12, 14]. Similarly,
a desired CR can be provided as well [16-18] by this can
be the expense of a certain reduction of compressed
image quality.

Note that different practical situations and
requirements to lossy image compression are possible.
Providing a CR not smaller than a desired value is
possible and JPEG2000-like coders are a good example

of tools easily satisfying this requirement. Meanwhile,
quality of compressed images in this case can differ a lot
[12] and for some images (e.g., for complex structure
ones) the quality can be not appropriate. In addition,
providing a given CR is usually problematic for coders
based on discrete cosine transform (DCT) [17], for
example, a better portable graphics (BPG) encoder [16,
19]. Another typical priority of requirements is that it can
be needed to provide a given quality of compressed
images according to a chosen quality metric and other
requirements are less important [20, 21]. Thus, the object
of our study is the process of lossy image compression
with providing a desired quality (characterized by some
metric) or CR.

Additional requirements are possible. For example,
a coder to be used can be pre-defined — it can be some
standard such as JPEG [10] or JPEG2000 [18] or BPG
[19] whilst the use of less known coders such as AGU
[22] or advanced DCT coder (ADCT) [23] is also
possible. A typical requirement could be also to provide
a desired value of compression parameter quickly enough
and with appropriate accuracy. This requirement needs
explanation. Suppose that we should provide the peak
signal-to-noise ratio PSNR of a compressed image of
about 35 dB when introduced losses might be visible
[15]. Experiments have shown that a given image
compressed with, e.g., PSNR~34.7 dB looks practically
the same as the same image compressed with, e.g.,
PSNR~35.3 dB. However, it is often possible to see the
difference if a given image is compressed with, e.g.,
PSNR~34.0 dB and PSNR~35.0 dB. In other words, root
mean square error (RMSE) of residual errors of providing
a desired PSNR should be less than 0.15-0.2 dB (a more
detailed study concerns the so-called just noticeable
differences [24]). Similar studies have to be carried out
for other than PSNR quality metrics to get a priori
information on what is appropriate accuracy. The already
performed studies show that there are “nonlinear” quality
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metrics [25] such as SSIM-based ones including MS-
SSIM [26] and FSIM [27]. For them, the difference
between two images compressed with FSIM equal to
0.99 and 0.98 is usually noticeable and between images
compressed with FSIM equal, e.g., to 0.84 and 0.82 can
be not noticeable.

These properties should be taken into account in
design and analysis of methods (procedures, approaches)
intended on providing the required quality. In this sense,
one more aspect is the computational efficiency of
compression and decompression. If a coder and decoder
are not fast, then a fast procedure for providing a desired
quality is extremely necessary [28]. This becomes clear
from analysis of iterative procedures of providing a
desired quality [12]. They presume image compression
using a starting PCC and further decompression and
quality metric calculation. Comparison of the calculated
and desired values of the used metric allow determining
the direction of PCC changing to “approach” the desired
metric value. The iterative procedure stops when, after
several iterations, the desired metric value is reached
with appropriate accuracy. The problems of iterative
procedures concern the number of iterations unknown in
advance.

An alternative way deals with two-step procedure,
which is the subject of our study. The basic idea is the
following [16, 25, 28]. It is supposed that rate-distortion
curves for different images behave similarly and are
“locally parallel”. Then, it is possible to obtain an
average rate-distortion curve using a representative set of
test images in advance and, for a desired metric value, to
determine a starting PCC value for the first step and the
curve derivative for it. The first step involves image
compression, decompression, and metric calculation for
the starting PCC value. Then, the PCC value for the
second step is determined using linear approximation for
the desired and obtained (after the first step) metric
values and the derivative value. This procedure has been
quite successfully tested for several compression
techniques and parameters to be provided [16, 25, 28]
(see also [29] for more detail).

The goals of this paper are to review advantages of
the two-step approach to lossy compression, to analyze
the reasons of drawbacks, and to put forward possible
ways to get around these shortcomings.

Background of the two-step approach
and its basic properties

To get a better understanding, let us present two
examples of rate/distortion curves. They are given in Fig.
1 as dependences of PSNR on quantization step (QS) that
serves as PCC for the AGU coder and on BPP (bits per
pixel, BPP=8/CR for 8-bit grayscale images) that serves
as PCC for the SPIHT coder that can be treated as analog
of JPEG2000.

Rate/distortion curves have been obtained for the
sets of conventional test images listed in the plots. The
average curves are presented in these plots as well.

Analysis of the rate-distortion curves in Fig. 1,a
shows the following. First, we really deal with smooth
monotonous dependences that can be locally interpolated
and extrapolated well.
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Fig. 1. Dependences of PSNR on QS for AGU (a)
and on BPP for SPIHT (b)

Second, the dependences are individual and PSNR
values for a given QS can differ a lot. For example, for
QS=20, the difference between the maximal and minimal
PSNR is 8 dB and it reaches 9 dB for larger QS.
Meanwhile, the difference is of about 6 dB for QS=10.
Third, the curves rarely intersect each other. This means
that if PSNR for the image 11 is larger than for the image
12 for some QS1, it is quite probable that PSNR for the
image 11 is greater that for the image 12 for QS2. Fourth,
PSNR values (for a given QS) are larger for simpler
structure images (such as Frisco) than for complex
structure ones (such as Baboon or Diego). If one sets a
fixed QS according the average curve (for example,
QS=30 to provide PSNR~35 dB), the provided PSNR for
particular images vary in rather wide limits from =31 dB
to =38 dB and this is not appropriate. This is just the
motivation for using the two-step procedure and image
compression using a corrected QS. Fifth, the derivative
dPSNR/dQS for the average curve is not constant and its
absolute value for a smaller QS (e.g., QS=10) is
considerably larger than for a larger QS (e.g., QS=40).
Analysis of the curves in Fig. 1,b allows drawing the
following conclusions. First, we again deal with smooth
monotonous dependences (although this time the
dependences are the increasing ones). Second, the
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dependences are individual and PSNRs for a given BPP
differ considerably. For example, for BPP=1 (CR=8),
PSNR value differ by 18 dB. Third, there are curves that
intersect each other but the curves that are the “nearest”
to each other behave in a very similar way. Fourth,
similarly to the previous case, for a given BPP, the
smallest PSNR values are observed for the test images
having the most complex structure (Baboon and Diego).
Fifth, the average curve is smooth but it is not linear
(although it can be considered locally linear as well as the
particular rate/distortion curves).

The results of this analysis show that linear
approximation for the two-step procedure can be tried, at
least for the cases of rate-distortion curves presented in
Fig. 1. Recall that, at the first step, PCC; is set according
to the average curve. For example, if one needs to provide
PSNRes=40 dB for the coder SPIHT, BPP; should be set
equal to 1,6 (see Fig. 1,b). Then, after the first step, one
obtains PSNR; in the limits from 32.5 dB (then, BPP; has
to be increased for such images) till 52 dB (and BPP;
should be decreased for them). The formula for
calculating BPP is the following:

BPP, = BPP, +

+(PSNR ggs — PSNR; ) /(dPSNR/dBPP (BPP; )) W

or, more in general, for a considered metric (parameter)
Metr:

PCC, =PCC; +

+(Metrges — Metriy ) /(dMetr/dPCC(PCCy ). @

Let wus present some data demonstrating
improvement of accuracy in providing a desired quality
of compressed images. For the SPIHT coder, the
simulation results are given in the paper [30]. It is shown
that mean squire error (MSE) of residual errors of
providing PSNRs equal to 40 dB, 35 dB, and 30 dB has
reduced by 12, 4, and 3 times, respectively, due to the
second step. However, the residual errors can be of about
6-8 dB and this happens for images for which the rate-
distortion curves are “the most distant” from the average
rate/distortion curve, i.e. for the most simple and
complex structure images.

The analysis in [30] is also carried out for the visual
quality metric PSNR-HVS-M where HVS relates to
human vision system and M relates to masking. This
metric (see https://ponomarenko.info/psnrhvsm.htm)
takes into account two important peculiarities of HVS,
namely, higher sensitivity to distortions in low spatial
frequencies than in high spatial frequencies as well as
masking effect. Analysis for PSNR-HVS-M shows that
MSE of residual errors for this metric decreases by 6-40
times due to the second step and the largest errors are of
about 2.5-3.5 dB. The examples for the SPIHT coder
show both advantages and drawbacks of the two-step
approach. On the one hand, the accuracy of providing the
desired quality is substantially improved due to the
second step. On the other hand, the achieved accuracy
can be still not appropriate.

The analysis in the paper [31] performed for the
AGU coder shows the following. The two-step approach
performs well enough for PSNRgs>35 dB providing

MSE reduction by 4 and more times after the second step
with maximal residual error of smaller than 3.6 dB. But
even for PSNRges=35 dB there are some problems arisen.
First, there are images for which QS; differs from QS;
essentially (by about two times). For example, for the test
image Frisco, QS1=24.6 (PSNR1=39.6 dB) and QS,=45.3
(PSNR1=36.2 dB); for the test image Baboon, QS;=24.6
(PSNR4=32.5 dB) and QS,=13.1 (PSNR;=37.1 dB). In
both cases, the accuracy has improved after the second
step, but, according to visual inspection of the plots in
Fig. 1,a, the curves can be hardly approximated by the
first order polynomials in such wide intervals. Second,
there are images, for which the absolute value of the
residual error after the second step is larger than after the
first step. For example, for the test image Airfield,
QS:1=24.6 (PSNR1=32.3 dB) and QS,=12.2 (PSNR1=38.6
dB). Third, most PSNR> values occurred larger than
PSNRges. In other words, the provided PSNR> are biased
in statistical sense. This might be not a big problem since
the provided quality is, on the average, better than
desired. However, this happens by the expense of a
smaller average CR, which is undesired.

The results [31] show that the main problems in
providing PSNRges arise for PSNRges<35 dB. For
example, for PSNRges=30 dB (which is typical for lossy
image compression), there are images for which QS, and
QS; differ by more than three times. For example, for the
test image Diego, QS;=60.1 (PSNR:=26.4 dB) and
QS,=16.3 (PSNR;=35.2 dB), i.e. no improvement in
providing PSNR¢s=30 dB is observed due to the second
step. Moreover, for highly textural images, it happens
that QS; calculated according to (1) occurs to be negative
and this is unreal since QS can be only positive. Thus, the
drawbacks of the basic two-step method could be the
following: 1) it produces biased values of the considered
metric (with respect to its desired value); 2) the PCC
calculated according to (1), i.e. QS or BPP might have no
physical sense.

It might seem that the presented examples relate
only to PSNR. To show that these are the more common
phenomena, consider the task of providing a desired CR
[16]. Fig. 2 presents dependences of CR on parameter Q
that serves as PCC for the BPG coder applied to color
images (12 test remote sensing images have been
analyzed) using the 4:2:0 format. Q varies from 1 to 51
and can be only integers. Fig. 2,a shows CR values for
the entire range of Q and it is seen that, for large Q, CR
can exceed 1000. Fig. 2,b presents more detailed data (for
Q<35) and, as one can see, CR can differ by more than
ten times depending on image complexity. Thus, the task
of providing a desired CR is important and sophisticated
one.

The two-step approach has been applied to solve it
for CRyes equal to 10, 20, 40, and 80. The obtained data
are given in Table 1. Here, MSE; is MSE of the provided
CR after the first step; MSE, and MEAN, are MSE and
mean of the provided CR after the second step. Analysis
of MSE; and MSE; shows that the two-step approach
works well and radically increases accuracy (note that
both MSE: and MSE; radically increase if CRues
increases). Meanwhile, the provided mean CR occurs to
be smaller than desired and this might cause serious
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problems (in fact, it is needed to provide mean CR equal
or slightly larger than CRqes Since otherwise some images
can be lost if a set of images has to be transferred via
communication line with a limited bandwidth during a
limited time).
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Fig. 2. Dependences of CR on Q for three-channel test images
compressed by the BPG coder for Q from 1 to 51 (a)
and from 1 to 35 (b), format 4:2:0

Table 1 — Statistical results for the two-step approach
for the BPG coder applied to color images,

format 4:2:0
CRudes MSE:1 MSE: MEAN:?
10 18.22 151 8.82
20 265.1 22.8 16.89
40 1.05%x103 104.6 33.76
80 3.79x1083 155.6 71.43

Note that in both cases of dependences in Fig. 1,a
and 2 we deal with positive second derivative of
particular and average curves. Then, for negative first
derivative (Fig. 1,a), one gets positive bias of the
provided PSNR whilst, for positive first derivative (Fig.
2), the negative bias is observed. This means the
following.

First, the second derivative of dependences might
play an important role in accuracy of the two-step

approach. Second, this happens if PCC, and PCC, change
considerably after correction (there are images for which
CR; and CR; differ by several times [16]).

Third, it might be so that CRy is larger than CRes
and CR; is smaller than CRges (and vice versa), i.e.
“overcorrection” takes place.

One more problem with the two-step approach is
that, for some coders, PCC values can be only integer.
This takes place for JPEG for which quality factor serves
as PCC and it can be integers from 1 (the worst quality)
to 100 (ideal quality). The same holds for the BPG coder
(see above). This means that PCC; and PCC; have to be
rounded-off to the nearest integer. This causes additional
errors. Fig. 3 shows dependences of PSNR and PSNR-
HVS-M on Q for the BPG-coder applied to grayscale
images. Analysis of these plots demonstrates obvious
advantages of this coder. First, the rate/distortion curves
go “compactly”, i.e. the difference in PSNR values for
particular images for a given Q (e.g., Q=35, Fig. 3,a) is
less than the difference for the AGU coder (see data for
QS=38, Fig. 1,a) or SPIHT (see data for BPP=0.8,
Fig. 1,b). Second, there is a large interval of Q, from
Q=10 to Q=35), for which the curves behave almost
linearly with PSNR reduction about 1 dB and PSNR-
HVS-M reduction by 1.33 dB for Q changing by 1.

PENRHYSM
wn

Fig. 3. Dependences of PSNR (a) and PSNR-HVS-M (b)
on Q for the BPG coder
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This allows setting Q1 easily and obtaining Q with
providing high accuracy of the metric desired value [32].

As the result, for PSNRges equal to 40 dB, 35 dB,
and 30 dB, MSE; equals to 1.2, 3.8, and 1.8 dB2. In turn,
MSE; isequal t0 0.1, 0.2, and 0.8 dB?, respectively. Thus,
the provided accuracy is radically improved by the
second step.

Besides, the provided accuracy is better than for the
AGU and SPIHT coders. In some cases, MSE;
approaches to potential limit that is equal to 1/12 dB? for
PSNR under assumptions that the residual errors have
uniform distribution due to discrete values of Q and
PSNR changes by 1 dB for Q changing by 1.

Statistics of providing a desired PSNR-HVS-M is at
the same order [32].

Ways to improve accuracy

Summarizing the observations in the previous
Section, it is possible to state the following. The
problems in two-step approach appear if:

1) the dependences of a metric on PCC (both
particular dependences and the average one) are
essentially nonlinear; this leads to bias in providing the
desired parameters and even to “abnormal” values of
PCC;;

2) the dependences for particular images differ a
lot (as in Fig. 1, b) and can be “far away” from the
average curve; then the derivative estimated for the
average curve can differ a lot from the derivative for a
particular rate/distortion curve.

Concerning nonlinearity of dependences, several
ways out are or seem possible.

First, it is possible to restrict variation limits of PCC
at the second step, for example, to introduce some rules
such as PCC; should not be smaller than PCC4/2 and it
should not be larger than 2PCC;. Such rules sufficiently
improve the accuracy and allow avoiding “abnormal”
values of PCC; [29].

Second, it is worth trying to use the second order
polynomials in determining PCC, instead of linear
approximation (2).

To our best knowledge, such trials have not been
done yet.

Third, in some extreme cases when Metr, differs
from Metrges considerably, it might be reasonable to
perform the third step similarly to the second one.

Concerning significant difference in behavior of the
rate/distortion curves, one way out has been already
proposed [33].

At preliminary stage (off-line), average
rate/distortion curves for simple, medium, and complex
structure images are obtained.

At the stage of compressing a particular image, it is
first analyzed using some simple algorithm and the
considered image is referred to one of three
aforementioned classes.

Then, the two-step procedure is applied using the
corresponding average rate-distortion curve. Image
entropy or some other features that can be calculated
easily can be employed for image pre-classification. This
direction needs further research since it is unclear how
many classes to use, what is the best parameter (statistic)
characterizing image complexity and so on. It seems that
neural networks can be useful for efficient development
of this direction.

Another option presumes the use of quality metrics
that have more linear and compact dependences on PCC.
Suppose that there are two or several visual quality
metrics that are (approximately) equally good in
characterizing quality of compressed images. For
example, these can be metrics PSNR-HVS-M, FSIM
[27], MDSI [34], PSIM [35], HaarPSI [36], etc.

Then, if one knows the main properties of these
metrics (e.g., distortion visibility threshold), it is possible
to choose a metric that has the most linear dependence on
PCC for a given coder and the least “divergence” of
rate/distortion curves for particular images. This idea has
to be studied in the future.

Conclusions

In this paper, we have analyzed the advantages and
drawbacks of the two-step approach to providing the
desired values of compression parameters, compressed
image quality according to different metrics in the first
order.

It has been demonstrated that the two-step approach
is often quite efficient - it allows providing accuracy by
about one order of magnitude better after the second step
compared to accuracy after the first step. However, there
are practical cases where the approach does not perform
perfectly.

This mostly happens if the average dependence is
not linear (and, thus, linear approximation is not strictly
valid) and/or if particular rate/distortion curves differ a
lot depending on image complexity. Some ways out are
mentioned. Some of them have been already tested
(although not thoroughly enough), other directions of the
future research seem to be perspective.

REFERENCES

1. Suetens, P. (2017), Fundamentals of medical imaging, Third edition, Cambridge University Press, Cambridge, 257 p., available
at: https://www.amazon.com/Fundamentals-Medical-Imaging-Paul-Suetens/dp/0521519152

2. Stankevich, S.A. and Gerda, M.I. (2020), “Small-size target’s automatic detection in multispectral image using equivalence
principle”, Central European Researchers Journal, Vol. 6(1), pp. 1-9, available at:

https://ceres-journal.eu/download.php?file=2020 01 01.pdf

3. Joshi, N, Baumann, M, Ehammer, A, Fensholt, R, Grogan, K, Hostert, P, Jepsen, M, Kuemmerle, T, Meyfroidt, P, Mitchard,
E. and Waske, B. (2016), “A Review of the Application of Optical and Radar Remote Sensing Data Fusion to Land Use
Mapping and Monitoring” Remote Sensing, vol. 8(1), 70, doi: https://doi.org/10.3390/rs8010070

4. Bataeva, E. and Chumakova-Sierova, A. (2022), “Values in Visual Practices of Instagram Network Users”, Integrated
Computer Technologies in Mechanical Engineering, Nechyporuk M, Pavlikov V, Kritskiy D Eds. Lecture Notes in Networks

and Systems; Springer International

Publishing: Cham. 2022; vol. 367, 273869, pp. 992-1002, available at:

https://link.springer.com/chapter/10.1007/978-3-030-94259-5 76

61


https://www.amazon.com/Fundamentals-Medical-Imaging-Paul-Suetens/dp/0521519152
https://ceres-journal.eu/download.php?file=2020_01_01.pdf
https://sciprofiles.com/profile/76097?utm_source=mdpi.com&utm_medium=website&utm_campaign=avatar_name
https://doi.org/10.3390/rs8010070
https://link.springer.com/chapter/10.1007/978-3-030-94259-5_76

Advanced Information Systems. 2024. Vol. 8, No. 1 ISSN 2522-9052

5.

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.
20.

21.

22.

23.

24.

25.

26.

217.

28.

29.

Radosavljevi¢, M., Brklja¢, B., Lugonja, P., Crnojevi¢, V., Trpovski, Z., Xiong, Z. and Vukobratovi¢, D. (2020), “Lossy
Compression of Multispectral Satellite Images with Application to Crop Thematic Mapping: A HEVC Comparative Study”,
Remote Sensing, vol. 12, 1590, doi: https://doi.org/10.3390/rs12101590

Zemliachenko, A., Kozhemiakin, R., Uss, M., Abramov, S., Ponomarenko, N., Lukin, V., Vozel, B. and Chehdi, K. (2014),
“Lossy compression of hyperspectral images based on noise parameters estimation and variance stabilizing transform”, Journal
of Applied Remote Sensing, vol. 8(1), 25, doi: https://doi.org/10.1117/1.JRS.8.083571

Vasil'eva, 1. and Popov, A. (2016), “An algorithm for recognition of hydrometeors by polarimetric radar data based on the
information theory”, 2016 9th International Kharkiv Symposium on Physics and Engineering of Microwaves, Millimeter and
Submillimeter Waves (MSMW), pp. 1-4, doi: https://doi.org/10.1109/MSMW.2016.7538144

Blanes, I., Magli, E. and Serra-Sagrista, J. (2014), “A Tutorial on Image Compression for Optical Space Imaging Systems”,
IEEE Geosci. Remote Sens. Mag., 2014; vol. 2, issue 1, pp. 8-26, doi: https://doi.org/10.1109/MGRS.2014.2352465

Hussain, J.A., Al-Fayadh, A. and Radi, N. (2018), “Image compression techniques: A survey in lossless and lossy algorithms”,
Neurocomputing, vol. 300, pp. 4469, doi: https://doi.org/10.1016/j.neucom.2018.02.094

Bondzuli¢, B., Stojanovi¢, N., Petrovié, V., Pavlovi¢, B. and Milicevi¢, Z. (2021), “Efficient Prediction of the First Just
Noticeable Difference Point for JPEG Compressed Images”, Acta Polytechnica Hungarica, vol. 18(8), pp. 201-220, doi:
https://doi.org/10.12700/APH.18.8.2021.8.11

Yee, D., Soltaninejad, S., Hazarika, D., Mbuyi, G., Barnwal, R. and Basu, A. (2017), “Medical image compression based on
region of interest using better portable graphics (BPG)”, IEEE International Conference on Systems, Man, and Cybernetics
(SMC), pp. 216221, doi: https://doi.org/10.1109/SMC.2017.8122605

Zemliachenko, A., Lukin, V., Ponomarenko, N., Egiazarian, K. and Astola, J. (2016), “Still image/video frame lossy
compression providing a desired visual quality”, Multidim Syst Sign Process, vol. 27(3), pp. 697-718, doi:
https://doi.org/10.1007/s11045-015-0333-8

Ozah, N. and Kolokolova, A. (2019), “Compression Improves Image Classification Accuracy. In Advances in Artificial
Intelligence”, Meurs MJ, Rudzicz F Eds., Lecture Notes in Computer Science, Springer International Publishing, Cham.,
vol. 11489, pp. 525-530, doi: https://doi.org/10.1007/978-3-030-18305-9 55

Blau, Y. and Michaeli, T. (2019), “Rethinking lossy compression: The rate-distortion-perception tradeoff”, International
Conference on Machine Learning, PMLR, pp. 675-685, doi: https://doi.org/10.48550/arXiv.1901.07821

Bondzulic, B., Bujakovic, D., Li, F. and Lukin, V. (2022), “On strange images with application to lossy image compression”,
Radioelectronic  and  Computer  Systems, No 4  (2022), Kharkiv, KhAI, pp. 143-152, doi:
https://doi.org/10.32620/reks.2022.4.11

Li, F. and Lukin, V. (2023), “Providing a Desired Compression Ratio for Better Portable Graphics Encoder of Color Images:
Design and Analysis, Digitalization and Management Innovation”, Proceedings of DMI 2022, 10S Press, pp. 633-640, doi:
https://doi.org/10.3233/FAIA230063

Zemliachenko, A., Kozhemiakin, R., Abramov, S., Lukin, V., Vozel, B., Chehdi, K. and Egiazarian, K. (2018), “Prediction of
compression ratio for DCT-based coders with application to remote sensing images”, Journal on Selected Topics in Applied
Earth Observations and Remote Sensing, Vol. 11, No 1, pp. 257-270, doi: https://doi.org/10.1109/JSTARS.2017.2781906
Helin, H., Tolonen, T., Ylinen, O., Tolonen, P., Napénkangas, J. and Isola, J. (2018), “Optimized JPEG 2000 Compression for
Efficient Storage of Histopathological Whole-Slide Images”, Journal of pathology informatics, vol. 9, 20, doi:
https://doi.org/10.4103/jpi.jpi_69 17

Bellard, F. (2024), BPG image format, available at: http://bellard. org/bpa/

Wu, D., Tan, D.M. and Wu, H.R. (2003), “Visually lossless adaptive compression of medical images”, Fourth International
Conference on Information, Communications and Signal Processing, 2003 and the Fourth Pacific Rim Conference on
Multimedia Proceedings of the 2003 Joint [Internet], Singapore IEEE, 2003 [cited 2023 Sep 4], pp. 458-463, available at:
http://ieeexplore.ieee.org/document/1292494/

Ye, N., Perez-Ortiz, M. and Mantiuk, R.K. (2019), “Visibility Metric for Visually Lossless Image Compression”, 2019 Picture
Coding Symposium (PCS) [Internet], Ningbo, China IEEE; 2019 [cited 2023 Sep 4], pp. 1-5, available at:
https://ieeexplore.ieee.org/document/8954560/

Ponomarenko, N. N., Lukin, V. V., Egiazarian, K. and Astola, J. (2005), “DCT Based High Quality Image Compression”,
Proceedings of 14th Scandinavian Conference on Image Analysis, Joensuu, Finland, pp. 1177-1185, doi:
https://doi.org/10.1007/11499145 119

Ponomarenko, N.N., Egiazarian, K.O., Lukin, V.V. and Astola, J.T. (2007), “High-Quality DCT-Based Image Compression
Using Partition Schemes”, IEEE Signal Process Lett, vol. 14(2), pp. 105-108, doi: https://doi.org/10.1109/L SP.2006.879861
Bondzuli¢, B.P., Pavlovi¢, B.Z., Stojanovi¢, N.M. and Petrovi¢ V.S. (2022), “Picture-wise just noticeable difference prediction
model for JPEG image quality assessment”, Vojnotehnicki glasnik, Military Technical Courier, vol. 70(1), pp. 62-86, doi:
https://doi.org/10.5937/vojtehg70-34739

Li, F., Lukin, V., Okarm,a K. and Fu, Y. (2021), “Providing a Desired Quality of BPG Compressed Images for FSIM Metric”,
Proceedings of ATIT, Kyiv, Ukraine, pp. 10-14, doi: https://doi.org/10.1109/ATIT54053.2021.9678522

Wang, Z., Simoncelli, E. P. and Bovik, A. C. (2003), “Multiscale structural similarity for image quality assessment”, The
Thirty-Seventh  Asilomar Conference on Signals, Systems & Computers, vol. 2, pp. 1398-1402, doi:
https://doi.org/10.1109/ACSSC.2003.1292216

Zhang, L., Zhang, L., Mou, X. and Zhang, D. (2011), “FSIM: A feature similarity index for image quality assessment”, IEEE
Trans. Image Process, vol. 20(8), pp. 2378-2386, doi: https://doi.org/10.1109/TIP.2011.2109730

Li, F., Krivenko, S. and Lukin, V. (2020), ,,A Two-Step Procedure for Image Lossy Compression by ADCTC with a Desired
Quality”, Proceedings of DESSERT2020, Ukraine, pp. 307-312, doi: _https://doi.org/10.1109/DESSERT50317.2020.9125000
Li, F. (2022), Design and analysis of efficient methods for providing a desired quality in lossy image compression, The thesis
for a degree of Doctor of Philosophy (PhD) in the field of knowledge 17 Electronics and Telecommunications in specialty 172
Telecommunications and radio engineering, National Aerospace University “Kharkiv Aviation Institute”, Kharkiv, 2022,
available at: https://khai.edu/assets/files/nauka/specradi/Thesis-of-Liff 2023 6_Last.pdf

62


https://doi.org/10.3390/rs12101590
https://doi.org/10.1117/1.JRS.8.083571
https://doi.org/10.1109/MSMW.2016.7538144
https://doi.org/10.1109/MGRS.2014.2352465
https://doi.org/10.1016/j.neucom.2018.02.094
http://dx.doi.org/10.12700/APH.18.8.2021.8.11
http://dx.doi.org/10.12700/APH.18.8.2021.8.11
https://doi.org/10.1109/SMC.2017.8122605
https://doi.org/10.1007/s11045-015-0333-8
https://doi.org/10.1007/978-3-030-18305-9_55
https://doi.org/10.48550/arXiv.1901.07821
http://nti.khai.edu/ojs/index.php/reks/article/view/reks.2022.4.11
https://doi.org/10.32620/reks.2022.4.11
https://doi.org/10.3233/FAIA230063
https://doi.org/10.1109/JSTARS.2017.2781906
https://doi.org/10.4103/jpi.jpi_69_17
http://ieeexplore.ieee.org/document/1292494/
https://ieeexplore.ieee.org/document/8954560/
https://doi.org/10.1007/11499145_119
https://doi.org/10.1109/LSP.2006.879861
http://dx.doi.org/10.5937/vojtehg70-34739
http://dx.doi.org/10.5937/vojtehg70-34739
https://doi.org/10.1109/ATIT54053.2021.9678522
https://doi.org/10.1109/ACSSC.2003.1292216
https://doi.org/10.1109/ACSSC.2003.1292216
https://doi.org/10.1109/TIP.2011.2109730
https://doi.org/10.1109/DESSERT50317.2020.9125000
https://khai.edu/assets/files/nauka/specradi/Thesis-of-Liff_2023_6_Last.pdf

ISSN 2522-9052 CyuacHi indopmartiitai cuctemu. 2024. T. 8, Ne 1

30. Li, F., Krivenko, S. and Lukin, V. (2020), ,,Two-step providing of desired quality in lossy image compression by SPIHT*,
Radioelectronic and computer systems, KhAl, Kharkiv, No. 2(96), pp. 22-32, doi: https://doi.org/10.32620/reks.2020.2.02

31. Li, F., Krivenko, S.S. and Lukin, V.V. (2020), “Analysis of two-step approach for compressing texture images with desired
quality”, Aerospace Engineering and Technology, No. 1 (161), pp. 50-58, doi: _https://doi.org/10.32620/aktt.2020.1.08

32. Li, F., Krivenko, S. and Lukin, V. (2020), “An Approach to Better Portable Graphics (BPG) Compression with Providing a
Desired Quality ”, 2020 IEEE 2nd International Conference on Advanced Trends in Information Theory (ATIT), Kyiv, Ukraine,
pp. 13-17, doi: https://doi.org/10.1109/ATI1T50783.2020.9349289

33. Li, F., Lukin, V.V., Okarma, K., Fu, Y. and Duan, J. (2021), “Intelligent lossy compression method of providing a desired
visual quality for images of different complexity”, Proceedings of AMMCS, China, pp. 500-505, doi:
https://doi.org/10.1109/TCSET49122.2020.235483

34. Ziaei Nafchi, H., Shahkolaei, A., Hedjam, R. and Cheriet, M. (2016), “Mean Deviation Similarity Index: Efficient and Reliable
Full-Reference Image Quality Evaluator”, IEEE Access, vol. 4, pp. 5579-5590, doi:
https://doi.org/10.1109/ACCESS.2016.2604042

35. Gu, K., Li, L., Lu, H., Min, X. and Lin, W. (2017), “A Fast Reliable Image Quality Predictor by Fusing Micro- and Macro-
Structures”, IEEE Trans. Ind. Electron, vol. 64, pp. 3903-3912, doi: https://doi.org/10.1109/TIE.2017.2652339

36. Reisenhofer, R., Bosse, S., Kutyniok, G. and Wiegand, T. (2018), ”’Haar Wavelet-Based Perceptual Similarity Index for Image Quality
Assessment”, Signal Processing: Image Communication, vol. 61, pp. 33-43, doi: https://doi.org/10.1016/j.image.2017.11.001

Hagpiiiina (received) 13.11.2023
Mpwuiinsita 1o aApyky (accepted for publication) 31.01.2024

BIIOMOCTI [TPO ABTOPIB / ABOUT THE AUTHORS

Jli ®andan — poxrop ¢inocodii, BUKIamauy sadoparopii TEXHOJOTIH TeCTyBaHHS ONTOEIEKTPOHIKHM, HaHYaHbCHKMI
aepokocMiuHui yHiBepcuteT, Hanbuan, Kuraii;
Fangfang Li — Doctor of Philosophy, lecturer of Jiangxi Engineering Laboratory for Optoelectronics Testing Technology,
Nanchang Hang-kong University, Nanchang, China;
e-mail: liff_niat@sohu.com; ORCID ID: https://orcid.org/0000-0002-8212-9144;
Scopus ID: https://www.scopus.com/authid/detail.uri?authorld=7217115056.

AbpamoB Cepriii KnapaiiioBuy — KaHIWAAT TEXHIYHUX HAYK, JOICHT, JOICHT Kadeapu iHbopMaliiiHO-KOMYHIKAI[IIHHAX
texnoorii iM. O. O. 3eneHchkoro, HarioHansHuI aepOKOCMIYHUH yHIBEPCUTET, XapKiB, YKpaiHa;
Sergey Abramov — Candidate of Technical Sciences, Associate Professor, Associate Professor of the Department of
Information and Communication Technology, National Aerospace University, Kharkiv, Ukraine;
e-mail: s.abramov@khai.edu; ORCID: https://orcid.org/0000-0002-8295-9439;
Scopus ID: https://www.scopus.com/authid/detail.uri?authorld=57005979784.

JvorteB Irop OuaexcanapoBuy — acmipaHT Kadenpu iHdopmaniiiHO-KOMyHIKaliitHuX TexHosorii iM. O. O. 3elIeHCHKOro,
HamionansHUIT aepoKoCcMivHUI yHIBEpCUTET, XapKiB, YKpaiHa,
Ihor Dohtiev — postgraduate student of the Department of Information and Communication Technology, National Aerospace
University, Kharkiv, Ukraine;
e-mail: i.dohtiev@khai.edu; ORCID: https://orcid.org/0009-0000-8510-958X;
Scopus ID: https://www.scopus.com/authid/detail.uri?authorld=57214225432.

Jlykin Bosoaumup BacuiaboBu4 — IOKTOp TEXHIUYHUX Hayk, mpodecop, 3aBimyBad kKadeapu iHGOpMamiiHO-KOMYHIKaIliiTHUX
texHoorii iMm. O.0. 3eneHcpkoro, HamioHanpHUI aepokocMivHIN yHiBepcuTeT, XapKiB, YKpaiHa,
Vladimir Lukin — Doctor of Technical Sciences, Professor, Head of the Department of Information and Communication
Technology, National Aerospace University, Kharkiv, Ukraine;
e-mail: v.lukin@khai.edu; ORCID: https://orcid.org/0000-0002-1443-9685;
Scopus ID: https://www.scopus.com/authid/detail.uri?authorld=7102438809.

IlepeBaru Ta HeAOJiKH IBOETANHOIO MiAX01y 10 3a0e3MeYeHHs DaKaHUX MapaMeTpiB
NPH CTHCHEHHI 300paKkeHb 3 BTpaTaMu

@andan JIi, C. K. A6pamos, 1. O. [Iportes, B. B. Jlykin

AHoTtanisi. OO0’€KTOM [OCHIKEHHS € MpOIEeC CTHCHEHHS 300paxkeHbp 3 BTparamu. IIpeameTrom nociiDkeHHS €
JIBOCTAIIHUH MiAXig 10 3a0e3nedyeHHs OakaHUX MapaMeTpiB (IKOCTI Ta CTyNeHs CTHCHEHHs) Ui pi3HHX KojepiB. Merta
JIOCITI/KEHHS TIOJISIrae y TOMY, 1100 MeperissHyTH TepeBard ABOSTAITHOrO MiJXO0Iy 10 CTUCHEHHs 3 BTpaTaMu, MpOaHali3yBaTH
NPUYMHY HEJOMIKIB 1 3aIIPOMIOHYBATH MOJIIMBI IIUIIXH YCYHEHHS IMX HemouikiB. BukopucTani MeTomu: niHiliHa anpoKcumartis,
YHCebHE MOJCTIOBAHHS, CTATUCTUYHU aHani3. OTpuMaHi pe3yabTaT: 1) OCHOBHA IepeBara po3rissHyTOrO MiIX01y MOJIArae B
TOMy, IO B OUIBIIOCTI 3aCTOCYyBaHb BiH 3a0e3ledye CyTT€BE IIJBHINEHHS TOYHOCTI 3abe3ledeHHs 0axaHOTO 3HAYECHHS
KOHTPOJIGOBAHOTO MapaMeTpa CTUCHEHHS MICIIS APYTOro KPOKY MOPIBHSHO 3 MEPIIUM KPOKOM; 2) TiXiJ € JOCUTh YHIBEPCATEHIM
i MOke OyTH 3aCTOCOBAaHHH JJIS PI3HUX KOZEPIB 1 PI3HHX MapaMeTpiB CTHCHEHHS 3 BTpaTaMH, sKi HEOOXiJHO 3a0e3NednTH;
3) ocHOBHI pobeMH Ta 0OMEKEHHS BUHUKAIOTh Y€pe3 BUKOPUCTAHHSI JIIHIHHOT alpoOKCHUMAIIil Ta iICTOTHY PI3HUI0 B HOBEIiHIl
KPUBHX CTHCHEHHS/CIIOTBOPEHHS IJIsi 300paKeHb Pi3HOI CKIAIHOCTI; 4) iCHYIOTh CIIOCOOM YHUKHYTH HEIONIKIB MIAXOMY, SKi
BHKOPUCTOBYIOTh aJaNTallil0 10 CKJIAZHOCTI 300pakeHHs Ta/ab0 BHUKOPUCTOBYIOTh TEBHI OOMEXEHHS Ha JPYyromy Kpoui.
BuCHOBKM: 32 pe3ynbTaTaMy AOCITIPKSHHsI BApTO 1) pO3IIIsSHYTH OB CKITaAHI alpOKCHMaii KPUBUX CTUCHEHHS/CIIOTBOPEHHS,
2) npuIinuTH OiNble YBard aAeKBaTHUM 1 IIBHIKUM aJrOPUTMaM XapaKTePUCTHKH CKIIAJHOCTI 300pasKeHHs Mepe]] CTUCHEHHSIM;
3) BUKOPHCTATH MMOKA3HUKHU SIKOCTI, SIKi MatOTh KBa3iTiHiHI KPUBI CTUCHEHHSI/CITIOTBOPEHHS /s JAHOTO KOJepa.

Kiaw4oBi cioBa: CTUCHEHHS 300paXeHb 3 BTPAaTaMH; KOHTPOJIb SIKOCTi, CTYNiHb CTHCHEHHS; METPHKa SKOCTI;
JIBOCTAIHUM IMiAXi; TIepeBark Ta HeAOMIKH.
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