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POSSIBLE EVALUATION OF THE CORRECTNESS OF EXPLANATIONS
TO THE END USER IN AN ARTIFICIAL INTELLIGENCE SYSTEM

Abstract. The subject of this paper is the process of evaluation of explanations in an artificial intelligence system. The
aim is to develop a method for forming a possible evaluation of the correctness of explanations for the end user in an
artificial intelligence system. The evaluation of the correctness of explanations makes it possible to increase the user's
confidence in the solution of an artificial intelligence system and, as a result, to create conditions for the effective use of
this solution. Aims: to structure explanations according to the user's needs; to develop an indicator of the correctness of
explanations using the theory of possibilities; to develop a method for evaluating the correctness of explanations using
the possibilities approach. The approaches used are a set-theoretic approach to describe the elements of explanations in
an artificial intelligence system; a possibility approach to provide a representation of the criterion for evaluating
explanations in an intelligent system; a probabilistic approach to describe the probabilistic component of the evaluation
of explanations. The following results are obtained. The explanations are structured according to the needs of the user. It
is shown that the explanation of the decision process is used by specialists in the development of intelligent systems. Such
an explanation represents a complete or partial sequence of steps to derive a decision in an artificial intelligence system.
End users mostly use explanations of the result presented by an intelligent system. Such explanations usually define the
relationship between the values of input variables and the resulting prediction. The article discusses the requirements for
evaluating explanations, considering the needs of internal and external users of an artificial intelligence system. It is
shown that it is advisable to use explanation fidelity evaluation for specialists in the development of such systems, and
explanation correctness evaluation for external users. An explanation correctness assessment is proposed that uses the
necessity indicator in the theory of possibilities. A method for evaluation of explanation fidelity is developed.
Conclusions. The scientific novelty of the obtained results is as follows. A possible method for assessing the correctness
of an explanation in an artificial intelligence system using the indicators of possibility and necessity is proposed. The
method calculates the necessity of using the target value of the input variable in the explanation, taking into account the
possibility of choosing alternative values of the variables, which makes it possible to ensure that the target value of the

input variable is necessary for the explanation and that the explanation is correct.
Keywords: intellectual system; explanation; decision-making process; temporality; causality.

Introduction

Explainable Al (XAl) is a research area focused on
building transparent and user-friendly artificial
intelligence systems. XAl focuses on solving the "black
box" problem in representing intelligent systems. This
problem is associated with the use of machine learning
models where the decision-making process is opaque and
difficult for the user to interpret [1]. XAl allows users to
get an idea of the decision-making algorithms at a certain
level of detail, and to understand the reasons for those
decisions. This increases confidence in the results of
intelligent systems [2].

The concept of explainability is used in computer
science, mathematics, physics, engineering and
psychology. The concept of “explainability" is different
from the concept of “interpretability”. Interpretability is
a property of a prediction algorithm in an intelligent
system that makes that algorithm directly understandable
to the user [3].

Explainability is an acquired property of the decision
process, usually implemented by external means.
Interpretability reveals the internal structure of a machine
learning model. The interpretation itself usually requires
knowledge in the field of artificial intelligence. Unlike
interpretability, explainability is primarily focused on
external users of an Al system. A system with this
property should explicitly present to the user the factors
that had the greatest impact on the resulting decision.
Such factors can be related to both input data and actions

to form a decision in an intelligent system. The system
then becomes comprehensible to the user [4].

Trust is key to increasing user confidence in system
decisions and ensuring their effective use [5]. In addition,
the formation of cause-and-effect relationships to explain
the system's decision simplifies the perception of an Al
system, making it more anthropomorphic. Explanations
make the cause-and-effect relationships between input
data and the model's solution explicit by presenting these
relationships in a form that is obvious to end users [6-8].

Research in Explanatory Artificial Intelligence has
been conducted in recent years under the DARPA
program [9]. This program addressed the challenges of
understanding the psychology of explanation, developing
methods for constructing explanations, and developing
methods for evaluating explanations.

Existing approaches to the evaluation of
explanations do not pay enough attention to the different
requirements of users of intelligent systems. The
approaches developed focus mainly on determining the
impact of input data on decisions when the intelligent
system is represented as a black box, and on assessing the
perception of explanations by users [10-12]. However,
user confidence in the decision-making process and the
results of an artificial intelligence system depends on the
correctness of the decisions made, which should be
represented as a binary score. The approaches developed
to evaluate the correctness of decisions (numerical
evaluation) determine the deviation of the result in case
of significant deviations in the input data [12]. However,
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these approaches are mainly focused on image
processing and do not take into account differences in
input data, e.g., for recommender systems. However,
such an evaluation can be generalized using the Theory
of Possibilities [13], which allows the use of input data to
be described in a probabilistic form, regardless of the
type of data.

This indicates the relevance of the task of developing
a possible evaluation of the correctness of an explanation
for the user of an artificial intelligence system.

The purpose of the article is to develop a method
for forming a possible assessment of the correctness of
explanations for the end user in an artificial intelligence
system.

The evaluation of the correctness of explanations
makes it possible to increase the user's confidence in the
Al solution and, as a result, to create conditions for the
effective use of this solution.

To achieve this goal, the following tasks are solved:

- Structuring explanations according to user needs;

-Developing an explanation correctness indicator
using the Theory of Possibilities;

- Developing a method for evaluating the correctness
of explanations using the possibility approach.

User-needed structuring of explanations

Explanatory artificial intelligence is currently one
of the key concepts in the development of intelligent
systems, because the following factors are essential for
the evaluation of explanations.

- The need to justify the decision of the artificial
intelligence system;

- The importance of presenting the decision model
in a "transparent” form;

- Improving the accuracy of the decisions of
artificial intelligence systems;

- ldentifying new knowledge about decision
making.

Justifying a decision with an explanation makes the
model underlying an Al system understandable and
transparent. This enables internal users of the system
(e.g., data scientists or developers) to identify potential
shortcomings. The system can then be debugged and
optimized based on the problems and opportunities
identified, improving the accuracy of its decisions.

These factors reflect the impact of explanations on
the internal mechanism of an artificial intelligence
system. Such explanations are essential for users
involved in the development and improvement of an
intelligent system.

External users who use the system to solve practical
problems should receive explanations in order to gain
new knowledge about the reasons for the formation of a
solution and the specifics of its use.

Taking into account the different needs of internal
and external users, explanations should reveal the reasons
for actions in the decision-making process and the
reasons for the result obtained (or traceability and
reconstructive explanations [14]).

Explanations of the decision-making process are
intended for specialists in the development of an artificial
intelligence system. Such explanations reflect the results

implemented in the model on which the Al system is
based.

Explanations of the result are intended for users
who are directly using the system. Such explanations
usually show the impact of input features on the resulting
prediction.

For example, an explanation that highlights the
characteristics of a runner in an image that justify
classifying this image as a "person running”. In this
example, the difference between the developer's
explanation and the user's explanation is that the model
was able to analyze other features that were not essential
to the classification and did not affect the result.
Information about the stages of analysis of additional
features is included in the explanation of the decision-
making process in an intelligent system.

In other words, the difference between explanations
of the type "What happened in the Al system?" and "Why
did the Al system get this result?" is the use of different
models. In the first case, the explanation should use a
decision model (or one that is close to it in terms of
accuracy).

In the second case, a simplified model of the Al
system is used, reflecting only the key factors that
influence the system's decisions. For example, decision
trees, inference rules, etc.

Explanations for developers and users therefore
have different requirements for accuracy and justification
of the solution. Explanations for developers should be
more detailed and consider the impact of both important
and unimportant factors.

In other words, these explanations should provide
greater accuracy and present the Al system as a "white"
or "grey" box.

Explanations for users should reflect the main
reasons for the decision and ensure the identification of
new knowledge for the practical application of these
decisions [15].

The general scheme for using explanations, taking
into account the differences between external and
internal users, is shown in the Fig. 1.

Method for the evaluation of the correctness
of explanations for the end user

The users of explanations in Al systems are the
external and internal specialists who develop and use
these systems. These users can be divided into two
groups:

- Specialists in artificial intelligence systems;

- Specialists in the domain in which such a system
is used.

The first group includes: owners of artificial
intelligence systems; system developers; decision model
developers.

The second group includes: Experts in the field;
End users of an intelligent system; representatives of
regulatory bodies.

The users of the first group should receive an
explanation of how the system works at different levels
of detail.

Owners determine the capabilities and modes of
operation of the Al system.

76



ISSN 2522-9052

CyuacHi indopmariiitai cucremu. 2023. T. 7, Ne 4

The explanation for such users should be at a high level and provide
information on the general principles of the Al system. For example, an
explanation of the solutions used in practice and the dynamics of using the
system to support the owners' decisions on managing the system'’s
development, financial costs, etc.

Developers work at the level of the system as a whole, including the
interface, the database or knowledge base, and the intelligent core.
Developers are usually not experts in the domain in which the system is
used. Developers use explanations to resolve bugs in the system. In this
case, building explanations takes into account the entire process of
obtaining and processing data, including filtering out erroneous input data.

Decision model developers build and debug the intellectual core of
the system. The core contains a debugged model that performs
classification or prediction.

Users in this category select the type of model, build and train the
model. These users do not need to have detailed knowledge of the domain.
Users in the second group require explanation of the domain.

Users - subject matter experts - use explanations to certify that the
system meets the requirements of practical applications. Experts usually do
not have the experience and knowledge to build a machine learning model.

The user of an Al system uses it to solve practical problems in their
business. Such a user is not necessarily an expert in the domain but has a
basic knowledge system of the tasks he is solving. Such users usually have
no knowledge of the construction and operation of artificial intelligence
systems. The end user uses explanations to trust the resulting solution.

A regulator uses explanations to ensure that the Al solution meets
regulatory requirements. In particular, if the data for the machine learning
model in the intellectual core of the system is biased, the system's decisions
will contain this bias and therefore may not meet regulatory requirements.
For example, a recruitment system trained on biased data may reject
qualified applicants for reasons that do not affect their performance (such
as age or gender).

Thus, the explanation based on the user classification above is
provided in two aspects: system and user. The main differences between
these aspects of user-centred explanation are shown in the Tabl. 1 below.

A systemic explanation describes how an Al system works. Such an
explanation should reflect causal relationships at different levels of the
decision-making process. In other words, the developer's explanation
reveals the situations that arise in the decision-making process. This
explanation is used to influence the functioning of the intelligent system.

The user's explanation should describe the reasons for the decision,
the relevance of the decision to the user's practical needs, and compliance
with the standards or requirements of the domain. The main difference in
this explanation is that users are affected by the Al system and do not
participate directly in its operation. In this case, XAl explanations should
be accurate, understandable, and meaningful to people who are not experts
in the subject area. They should give reasons for the actions of the
intelligent system without using technical terminology.

Detailed model of the decision-
making process

Explanation of the decision-making
process: high precision, system as a

"white or grey box", mainly for internal

users

Rationale for the artificial
intelligence solution

Presenting a "transparent”
model of an artificial
intelligence system

Improving the accuracy of
explanations

]

Simplified model of the
decision process (decision
trees, rules, etc.)

Explanation

of the system solution:
Key reasons

for the decision,
mainly for
external users

Identifying and exploiting new
knowledge about system
solutions

Fig. 1. Differences in explanations

for internal and external users

Table 1 — Requirements for the evaluation of explanations in an artificial intelligence system

Group Users

Requirements

Internal users, owners
specialists in Al

A high-level explanation of the general principles of decision making
in an Al system; an explanation of the dynamics of using the system.

systems, who modify
the system to adjust the

System developers

An explanation of the rationale for the overall decision-making process
at a given level of detail, taking into account the system architecture.

sensitivity and accuracy | Decision model
of the explanation. developers

An explanation of the decision model that makes it "transparent" to
increase the accuracy of interpretation.

External users, subject Domain experts

An explanation that is consistent with domain knowledge

matter experts who End users

require/verify the counterfactuals

Explanation of the impact of inputs on the decision, use of

accuracy of the
explanation

Representatives from
controlling organizations

Explanation based on counterfactuals to test regulatory constraints
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Thus, when evaluating explanations, it is necessary
to take into account the differences between the systemic
and user aspects discussed. In the systemic aspect, the
explanation reveals the internal mechanism of the
intelligent system. Clarification of this mechanism may
lead to changes in the sensitivity and correctness of the
explanation. In the user aspect, the key evaluation should
be the correctness of the explanation. The proposed
method for assessing the correctness, in contrast to the
possible assessment of the sensitivity of an explanation,
takes into account the need to select alternative input data
to obtain an explanation in an artificial intelligence
system. Let's consider the basic idea of the method on the
example of an explanation for a recommender system.

Suppose a recommender system offers a user a
laptop with certain characteristics (processor, memory,
hard drive). The explanation cites the processor model
Xij= i7-1185G7 as the main reason for the choice,

which should satisfy the user in terms of price and power.

This model is part of the same company's range of
processors Xj:

XiI{Xi’j},XiCX. (1)

The set X; is part of the set X of all possible

values of processors. The possibility of choosing a
processor I1(X;) is defined by the probability of

choosing a given model X; ; as max;z(xi’j).
j

Then, the need to choose is calculated taking into
account the possibility of choosing the processors of all

other  firms represented IT(X\X;) in the
recommendation system:
N (Xi) =1=TI(X\ X;). @

The essence of expression (2) is that the need to
choose a particular processor i7—-1185G7 depends on
how often users of the recommendation system have
chosen processors of other firms.

That is, if there is at least one very popular
processor of another company, the need to choose the
recommended processor decreases.

From the above considerations, it is clear that the
criterion for the correctness of the explanation is

N(X;)>05. €)

According to (2), if the probability of choosing an
alternative processor is less than 0.5, then the presented
explanation for the target laptop processor is correct.
That is, the laptop model is recommended precisely
because of the popularity of the processor. The developed
method consists of the following steps:

Step 1. Calculation of the probability ﬂ(Xi'j) of

using input values from the set X .
Step 2: Calculate the probability of choosing an
alternative TT(X \ X;).

Step 3. Calculation of the need N(X;) and

checking the condition (3). If the condition is fulfilled,
the explanation is correct.

Conclusions

The explanations are structured according to the
needs of the user. It is shown that the explanation of the
decision process is used by specialists in the development
of intelligent systems.

Such an explanation represents a complete or partial
sequence of steps to derive a decision in an artificial
intelligence system.

End users mostly use explanations of the result
presented by the system. Such explanations usually
define the relationship between the values of input
variables and the resulting prediction.

The article discusses the requirements for
evaluating explanations, taking into account the needs of
internal and external users of an artificial intelligence
system. It is shown that it is advisable to use explanation
fidelity evaluation for specialists in the development of
such systems, and explanation correctness evaluation for
external users.

An explanation correctness assessment is proposed
that uses the necessity indicator in the theory of
possibilities.

A method for evaluating the correctness of
explanations in an artificial intelligence system using the
necessity indicator has been developed. The method
makes it possible to take into account the importance of
the value of the input variable included in the explanation
in comparison with the probability of choosing
alternative values of the variables. Such a comparison
makes it possible to ensure that the target value of the
input variable is necessary for the explanation, i.e. the
explanation is correct.
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MoxauBicHa OLiHKA KOPEKTHOCTI MOSICHEHD VISl KIHIIEBOT0 KOPUCTYBAa4ya B CHCTEMi IITY4YHOI0 iHTeJeKTY
C. ®@. Yanuii, B. O. Jlenuacekuii

IIpenmeToM BHBUEHHS B CTATTi € MPOLEC OI[IHKH MOSCHEHHS B CHUCTEMI IITYYHOTO iHTENEeKTy. MeTol € po3poOka
MeTony (GOopMyBaHHS MOXIJIHBICHOI OIIHKM KOPEKTHOCTI IMOSCHEHB A KIiHIIEBOT'O KOPHCTyBada B CHCTEMi IITyYHOTO
iHTenekTy. ONiHIOBaHHS KOPEKTHOCTI MOSCHEHb Ja€ MOXJIHMBICTH MiJBUIINTH JOBIpYy KOPHCTyBada IO PIMIEHHS CHCTEMH
OITYYHOTO iHTENEKTY 1, K HACHiTOK, CTBOPHTH YMOBH Ui €(QEKTHBHOTO BHKOPHUCTAHHS JAHOTO pilleHHS. 3aBAAHHS:
CTPYKTYpH3alLlis MOSCHEHB 3a MOTpebaMu KOPHCTYyBadiB; po3poOKa MOKa3HUKAa KOPEKTHOCTI MOSCHEHHSA 3 BUKOPHCTAHHAM
Teopii MOXJIHMBOCTEH; pO3poOKa MeETOAy OLIHKM KOPEKTHOCTI MOSICHEHb 3 BHUKOPUCTAHHSIM MOJXKIJIUBICHOTO MiAXO.IY.
BuKOpUCTOBYBaHMMH MiIX0AAMM €: TEOPETHUKO-MHOXHHHUN MiAX1[, IKUH 3aCTOCOBY€ETHCS ISl OIKCY €JISMEHTIB MOSCHEHHS
B CHCTEMi LITYYHOTO IHTEJIEKTY; MOXXJIMBICHMU MiIXix, sikuil 3abe3nedye MpeCTaBICHHS KPUTEPIil0 OI[iHKU MOSICHEHb B
iHTeJNeKTyalbHIH CUCTeMi; HMOBIpHICHMH MiAXig Ui OmHCy HMOBIpHICHOI CKiIagoBOl OLIHKM mnosicHeHHs. OTpuMaHi
HACTyIHI pe3yJbTaTH. BUKOHAHO CTPYKTYypH3alilo MOsICHEHB 3TiAHO MOTped KopucTyBada. [lokazaHo, IO AJIs CHEIiaNicTiB
3 pO3pOOKH IHTENEKTYyaIbHUX CHCTEM BHKOPUCTOBYETHCS MOSICHEHHS OO0 MPOLECY NPUHHATTS pilieHHs. Take MmosSCHeHHs
MPEACTaBIsI€ MOBHY a00 YacTKOBY IMOCIITOBHICTH KPOKIB 3 BHBOJIY pIIIEHHS B CHUCTEMi MITY4HOro iHTenekry. Kinmesi
KOpHUCTYBayi MEepeBaKHO BHKOPUCTOBYIOTH IOSICHEHHS IIOJIO PE3YJbTaTy, MPEJCTAaBICHOIO IHTENIEKTYaJbHOK CHCTEMOIO.
Taxki MosiCHeHHs 3a3BHUYail 3a1al0Th 3B'130K MK 3HAYCHHSMH BXiIHHUX 3MIHHUX Ta OTPUMaHHUM NporHozoM. OOrpyHTOBaHO
BUMOTH [0 OILIHKH IOSCHEHb 3 ypaxyBaHHSIM NOTpe0 BHYTpIIIHIX Ta 30BHINIHIX KOPHCTYBadiB CHCTEMH LITYYHOTO
inTenekry. [loka3aHo, 1m0 AJs crewiaiicTiB 3 Po3poOKHM TaKUX CHCTEM JOLIIbHO BHKOPHCTOBYBATH OL[IHKY BipHOCTI
NOSICHEHHsI, a JJIsl 30BHILIHIX KOPHCTYBadiB — OLIHKY KOPEKTHOCTI MOSICHEHHs. 3alpONOHOBAHO OL[IHKY KOPEKTHOCTI
MOSICHEHHS, SIKa BUKOPHCTOBYE MOKa3HUK HEOOXiTHOCTI B Teopii MoxiuBocTel. Po3pobiieHo METO OIIHKKA KOPEKTHOCTI
nosicHeHHs. BucHoBku. HaykoBa HOBH3HA OTPHMaHHUX Pe3yIbTATiB MOJATAa€ B HACTYITHOMY. 3alpOIIOHOBAHO MO>KIMBICHUN
METOJ OLIHKH KOPEKTHOCTI IMOSICHEHHS B CHCTEMI IUTYYHOI'O IHTEJEKTY, SKHil BUKOPHUCTOBYE MOKA3HUKH MOXIJIHBOCTI Ta
HeoOxigHoCTi. MeTo po3paxoBy€e HEOOXiIHICTh BUKOPHUCTAHHS I[ITLOBOTO 3HAYEHHS BXIJHOT 3MiHHOI y CKJIaJi MOSCHEHHS
3 ypaxyBaHHSAM MOXJIMBOCTI BUOOPY allbTEPHATUBHUX 3HAYE€Hb 3MiHHHUX, 1[0 1a€ MOKJIHMBICTh BIEBHUTHCH, 1110 CaMe LiJTbOBE
3HAYEHHS BXiJHOT 3MiHHOT € HEOOX1ITHUM JUIs NIOSCHEHHS, a MOSCHEHHS € KOPEKTHUM.

Kaw4oBi c1oBa: iHTeNeKkTyalbHa CHCTEMA; MOSICHEHHS; IIPOIEC MPUHHATTS PillleHHs; Kay3aJlbHICTh; IPUIUHHICTD.
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