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HYBRID APPROACH FOR DATA FILTERING AND MACHINE LEARNING
INSIDE CONTENT MANAGEMENT SYSTEM

Abstract. The object of research is the processes of data filtering and machine learning in content management systems.
The subject of research is developing a hybrid approach to data filtering based on a combination of supervised and
unsupervised machine learning. The article explores machine learning approaches to content management and how they can
change the way we organize, categorize, and derive value from vast amounts of data. The main goal is to develop and use a
hybrid approach for data filtering and training that will help optimize resource consumption and perform supervised training
for better categorization in the future. This approach includes elements of supervised and unsupervised learning using the
BERT architecture that uses this kind of flow that help reduce resource usage and adjust the algorithm to perform better in a
specific area. As a result, thanks to this approach, the intelligent system was able to independently optimize for a specific
field of use and help to reduce the costs of using resources. Conclusion. After applying a hybrid approach of data filtering
and machine learning to existing data streams, we obtain a performance increase of up to 5%, and this percentage increases

depending on the running time of the application.
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Introduction

In today's digital age, content has become a vital
component for businesses and individuals. With the
exponential growth of data, the need for efficient content
management has never been more crucial. This article
explores the approaches of machine learning in content
management and how it can revolutionize the way we
organize, categorize, and extract value from vast amounts
of data. We will focus on the use of supervised and
unsupervised learning  algorithms  for  content
management.

Usually data filtering goes with on model training
steps and leads to funneling huge amount of data from
captured source to almost the latest step. It is not very
effective way to deal with data and model training
because it requires additional costs from 10 and
communication modules, also in grid architecture efforts
will grows significantly due to network issues. The best
way to avoid this bottleneck is to introduce an additional
data filtering step which use linear regression for data
filtering [1-3].

The main innovation is using hybrid model for data
filtering and learning which helps us to optimize resource
consumption and do guided learning for better
categorization in future. Supervised learning algorithms
require labeled data, where human experts provide
annotations or tags for different content trained to

classify and categorize content accurately based on the
provided labels. However, in many cases, obtaining
labeled data can be time-consuming and expensive.

This is where unsupervised learning comes into
play. Unlike supervised learning, unsupervised learning
algorithms do not rely on labeled data. Instead, they
uncover patterns, structures, and relationships within the
data without any prior knowledge or guidance. In the
context of content management, unsupervised learning
algorithms can be employed to discover hidden patterns
and group similar content together, even without explicit
labels or categories (Fig. 1).

By utilizing unsupervised learning techniques such as
clustering or size reduction, content management systems
can automatically group similar documents, images, or
videos together based on their inherent similarities. This can
be particularly useful when dealing with large volumes of
unstructured data where manually labeling each piece of
content is impractical or infeasible [4-6].

Unsupervised learning algorithms can also assist in
identifying anomalies or outliers within the content,
helping to identify potentially valuable or suspicious data
points that require further investigation.

By leveraging unsupervised learning, content
management systems can gain valuable insights into the
structure, distribution, and characteristics of the content,
allowing for more effective organization and
management [7-9].
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Fig. 1. Comprising between supervised and unsupervised learning approaches
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In  combination with  supervised learning,
unsupervised learning techniques can enhance the overall
content management process. Unsupervised learning can
be used as a preprocessing step to identify clusters or
groups of content, which can then be further labeled or
categorized using supervised learning algorithms. This
hybrid approach leverages the strengths of both supervised
and unsupervised learning to create a comprehensive and
efficient content management system [10].

Statement for the task

The primary goal of content management is to
facilitate the storage, retrieval, and manipulation of digital
content. Traditionally, this process has been labor-intensive,
requiring human manual work to organize and tag content.
However, with advancements in machine learning, we can
automate many of these tasks, reducing human error and
significantly improving efficiency. In this article, we will
focus on the implementation of both supervised and
unsupervised learning algorithms for content management.
Specifically, for supervised learning, the task at hand is to
develop an optimized model that can accurately classify and
categorize content based on provided labels. The challenges
associated with this task include:

1. Data Quality and Quantity. Obtaining high-
quality labeled data is essential for training a robust
supervised learning model. However, acquiring a large
and diverse dataset with accurate labels can be
challenging. The task involves exploring strategies to
ensure data quality, such as data cleaning, addressing label
noise, and augmenting the dataset through techniques like
data synthesis or transfer learning [11-13].

2. Feature Engineering. Effectively representing
the content data plays a crucial role in the performance of
the supervised learning model. The task includes
identifying relevant features that capture the essence of
the content, as well as employing techniques like
dimensionality reduction to handle high-dimensional
data. Feature engineering techniques, such as text
normalization, word embeddings, or image feature
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extraction, need to be carefully considered to improve the
model's accuracy and efficiency [14, 15].

3. Model Selection and Optimization. Choosing
the appropriate supervised learning algorithm is essential
for achieving accurate content classification and
categorization. The task involves evaluating various
algorithms such as support vector machines (SVM),
random forests, or deep learning models like
convolutional neural networks (CNNSs) or transformer-
based architectures (e.g., BERT, GPT) [4-6].
Additionally, model optimization techniques such as
hyperparameter  tuning, cross-validation, and
regularization methods need to be applied to enhance the
model's performance [16, 17].

4. Evaluation Metrics. To assess the effectiveness
of the supervised learning model, appropriate evaluation
metrics need to be selected. The task includes
determining metrics such as accuracy, precision, recall,
F1 score, or area under the receiver operating
characteristic curve (AUC-ROC) based on the specific
content management requirements. The chosen metrics
should align with the desired outcomes of the content
classification and categorization tasks. By addressing
these challenges and implementing an optimized
supervised learning model, we aim to enhance the
content management process by automating the
classification and categorization of content, thereby
improving efficiency, reducing manual effort, and
enabling more effective utilization of digital assets.

Main part

Transformer-based architectures such as BERT
(Bidirectional Encoder  Representations  from
Transformers) have gained significant attention in natural
language processing tasks due to their ability to capture
contextual information effectively [4-6]. In the context
of content management, these architectures can be
leveraged to enhance the accuracy and efficiency of
content classification and categorization. Here is a step-
by-step implementation guide (Fig. 2):
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Fig. 2. Data flow chart
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1. Data Preprocessing. Start by collecting and
preprocessing the content data. Perform standard text
preprocessing techniques such as lowercasing,
tokenization, and removing stop words or special
characters. Additionally, ensure that the text data is
transformed into a format compatible with transformer-
based architectures. For example, BERT requires
tokenizing text into sub word units using a tokenizer
specific to the pre-trained model.

2. Fine-tuning  the  Transformer-Based
Architecture. Next, fine-tune the pre-trained transformer-
based architecture for the content classification task. Fine-
tuning involves training the transformer model on a
labeled dataset specific to the content management task at
hand. This dataset should consist of content samples
labeled with their respective categories. The process
involves feeding the preprocessed text data as input to the
transformer model and optimizing the model's parameters
using a suitable optimizer (e.g., Adam) and a loss function
(e.g., cross-entropy loss).

3. Training and Validation. Split the labeled
dataset into training and validation sets. Train the fine-
tuned transformer-based architecture using the training
data, adjusting the model's weights based on the loss
calculated during each iteration. Monitor the model's
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performance on the validation set to prevent overfitting
and determine when to stop training.

4. Evaluation. Evaluate the performance of the
trained model using appropriate evaluation metrics such
as accuracy, precision, recall, F1 score, or AUC-ROC.
Calculate these metrics by comparing the model's
predicted categories with the ground truth labels from the
validation set. Adjust the model and hyperparameters if
necessary to improve performance.

5. Inference and Content Categorization. Once
the model is trained and evaluated, it can be used for
content categorization on new, unseen data. Feed the
preprocessed text data into the fine-tuned transformer-
based architecture and obtain predictions for the content's
category (Fig. 3). These predictions can then be used to
automatically categorize and organize the content within
a content management system.

6. Iterative Refinement. Content management is
an iterative process, and it is essential to continually
monitor and refine the model's performance. Periodically
retrain the model with updated labeled data or fine-tune
it with additional tasks specific to the content
management domain. This iterative refinement process
helps to ensure the model remains accurate and up to date
with evolving content categories.
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Fig. 3. Transformer overview
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Using Filtering before training helps in reducing
noise and outliers, leading to a cleaner and more reliable
dataset. This enhances the quality of the training data and
improves the accuracy and generalization of the machine
learning models. Additionally, filtering reduces the
computational burden by removing unnecessary data,
making the training process more efficient.

Adding “Data Categorization” step can boost app
performance and up to 20% removing data which is not
valid or incorrect for further training. Data
Categorization step use linear regressions for data
filtering this is the most suitable approach for simple data
analysis, it is less expensive than other methods. Also,
“Model Training” and “Model validation” could have
submodules which is responsible for data validation, the
most suitable place to have it on “Model validation” step
doing on this step we can encapsulate logic which is
suitable for model validation and data correctness check.

By implementing transformer-based architectures for
content management, we can benefit from the powerful
contextual understanding capabilities of these models,
allowing for more accurate and efficient content
classification and categorization. The ability to leverage
pre-trained transformer models like BERT [4-6] (Fig. 4)
and GPT saves time and computational resources while
achieving state-of-the-art performance in content
management tasks (Tabl. 1).

from transformers import BertTokenizer

path = "path to tokenizer™

tokenizer = BertTokenizer.from_pretrained(path)
sample = "Wher iz Ternopil

sample)

encoding = tokenizer.en
print{encoding)
printi{tokenizer.convert_ids_to_to

=(encoding )}

Fig. 4. Example of usage BERT Tokenizer.

Table 1 — Performance comparison of using hybrid approach

Total AVG time request | AVG time request exec
requests exec time (ms) time (Hybrid) (ms)
1000 1432 3312
5000 1331 3112
10000 1375 2902
50000 1573 2123
100000 1425 1523
200000 1497 1274
500000 1456 1029

Conclusion

Machine learning, particularly the integration of
supervised and unsupervised learning techniques, has
revolutionized content management, offering significant

improvements in efficiency, accuracy, and user
experience. Through the implementation of advanced
machine learning models, such as transformer-based
architectures like BERT, so now we can streamline our
content management processes and extract greater value
from their digital assets. Supervised learning models
allow us to do automated content classification and
categorization, reducing manual effort and enabling
efficient organization of vast amounts of data.

With  careful data preprocessing, feature
engineering, model selection, and optimization, these
models can achieve high accuracy in identifying and
labeling content according to predefined categories.
Unsupervised learning techniques, on the other hand,
empower content management systems to automatically
discover patterns, group similar content, and identify
anomalies without the need for explicit labels.

Clustering algorithms and dimensionality reduction
methods help to organize and make sense of unstructured
data, allowing for more effective content retrieval and
recommendation. By combining the strengths of supervised
and unsupervised learning, we can enhance our content
management systems further. Supervised learning models
can leverage the insights gained from unsupervised learning
to improve accuracy and efficiency in content classification
and categorization tasks. This hybrid approach ensures the
system benefits from both labeled data and the ability to
discover hidden patterns within the content.

Transformer-based architectures have
demonstrated their effectiveness in capturing contextual
information and have emerged as powerful tools for
content management. Fine-tuning these pre-trained
models on specific content management datasets gives us
the chance to leverage our state-of-the-art capabilities
without the need for training from scratch. The adoption
of machine learning in content management not only
improves internal processes but also enhances user
experiences. By automating content categorization and
recommendation, organizations can provide personalized
and relevant content to their users, fostering engagement
and satisfaction.

After adopting this approach to existing data
streaming flows, we get boos in productivity up to 5%
and this percentage is growing based on amount of
application running time. As you can see in a table that
in the beginning of hybrid approach has some
degradation compared to normal flow it happens due to
additional calculation costs for model training, but some
period of time when the model has trained enough
average request execution time became much faster than
normal.
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I'iopuaHuii miaxin 1o gpineTpaunii 1aHNX Ta MAIIMHHOIO HABYAHHS B CHCTEeMi YNIPABJIiHHA KOHTEHTOM
O. B. INomsapym, C. 5. Kperuy, 1. fI. CriBak

AHoTanisi. O6’ekTOM JOCTiKeHHs € mporeck (QinpTpanii JaHUX Ta MAIIMHHOTO HAaBYAHHS B CHUCTEMaX YIPAaBIiHHS
konTeHTOM. IlpeamMerom nmociimKeHHsi € po3poOka ribpuaHoro miaxoxy a0 GinbTparii JaHUX Ha OCHOBI MHOETHAHHS
KOHTPOJIbOBAHOTO Ta HEKOHTPOJIFOBAHOTO MAIIMHHOTO HABYAHHS. Y CTATTi JOCIIDKYIOTHCS MiAXOAW MAIIMHHOTO HABYAHHS 0
KEepyBaHHS BMICTOM 1 Te, sIK BOHM MOXYTh 3MIHUTH CIIOCI0 opraHi3aii, KaTeropu3aiii Ta OTpIMaHHs IIIHHOCTI BiJl BEIMYE3HUX
o0csriB nannx. OCHOBHOI0 MeTOI0 € po3poOKa Ta BUKOPHCTAHHS TiOpUIHOTO MiAXomy Mt (inbTpamnii JaHUX i HABYAHHS, SKUH
JIOTIOMOJKE OTITHMi3yBaTH CIIOYKUBAHHS PECYPCIB 1 MPOBOANTH HaBYaHHS IiJ] HATJISIOM JUTSL KPAIIOi KaTeropusariii B MaiOy THEOMY .
Lleit miaxia BKIIOYA€E MEMEHTH KOHTPOJIHOBAHOTO Ta HEKOHTPOJIHOBAHOTO HAaBYAHHS 3 BUKOpUCTaHHIM apxitekTypu BERT, sika
BUKOPHCTOBYE IIei BU] IIOTOKY, 1110 I0NIOMara€e 3MEHIIUTH BUKOPUCTAHHS PECYPCiB i HANAIITYBaTH allfOPUTM JUIsl Kpaloi podoTn
B NeBHiN oOnacti. B pe3ynpTari 3aBIsKM TakOMy MiAXOMy IHTEIEKTyajlbHa CHCTEMa 3MOIJIa CAMOCTIHHO ONTHUMI3yBaTHCh Mij
KOHKpETHY c()epy BUKOPUCTAHHS Ta JOINOMOITH 3HM3UTH BUTPATH Ha BUKOPUCTAHHS pecypciB. BHCHOBOK: miciist 3acTocyBaHHS
ribpumHOTO MiAXOomy (INBTpamii JaHWUX I MANIMHHOTO HABYAHHS A0 ICHYIOUMX IOTOKIB JaHUX MU OTPUMYEMO 30UIbIICHHS
MIPOYKTHBHOCTI 10 5%, 1 IeH BiZICOTOK 30LIBIIYETHCS 3QJISKHO Bijl 9acy poOOTH MPOrpaMu.

Karw4yoBi cioBa: nporpamHa cucteMa; KOHTPOJIbOBaHE HaBUAHHS; HEKOHTPOJIbOBAaHE HABYAHHS,; IIOTOKOBE IepeIaBaHHs
JTaHUX.
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