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FOR MONITORING SHORT-TERM EVENTS

Abstract. Topicality. The key part of experimental research is obtaining the most accurate data about the studied object
or event. Often, it is necessary to record parameters of processes that are ¢ hallenging to precisely localize in space and
time. The process or event under consideration can occur very rapidly, within fractions of a second, making it difficult for
the researcher to deploy and configure recording equipment. This necessitates the creation of a network consisting of
numerous recording devices to not miss critical events related to the studied process and obtain a sufficient volume of
experimental data. Another issue is the synchronization of data obtained from different measurement devices. Spatially
distributed recording devices must operate with a high degree of autonomy, leading to discrepancies in timekeeping and the
need for synchronization. In processes with sub-millisecond durations, imperfections in timekeeping at each node have a
significant impact: undetected and unaccounted discrepancies can lead to distortion or a misunderstanding of the overall
picture of the studied process or event, even after acquiring all the necessary data. This is why the development and
improvement of methods for synchronizing data recording nodes in distributed wireless sensor networks is important and
urgent task. Task statement. One practical application of the proposed solution is the study of injuries caused by the
penetration of foreign objects with high kinetic energy into the human body. These studies are conducted using artificial
simulators of the human body made from composite materials and ballistic gelatin, with implanted electronic devices for
recording changes in physical parameters. Results and conclusions. The article presents a hardware and software method,
along with the technical implementation of the process for synchronizing the local clocks of wireless nodes, integrated into
a unified information-measurement system located on the simulator. The proposed method allows achieving
synchronization accuracy of no more than 12 ps/second using low-cost commercial off-the-shelf components. The practical
part of the research discusses microprocessors from the ESP family, which, in general, provide sufficient time
synchronization accuracy when using the proposed method, allowing for cost-effective node development within the
system. The proposed method can also be applied in other fields, such as measuring vibrations in electrical machines and
engines, as well as structural health monitoring.
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Introduction

When conducting experimental studies, there is
often a need to acquire data that is available during very
short-term processes, ranging from tenths to hundred-
thousandths of a second. Due to the active development
of integrated MEMS digital sensors the primary
challenge is not solely the data acquisition speed at such
short intervals, but rather the temporal synchronization
of data obtained from multiple data acquisition points,
especially when the data is collected by not just one
computing system but by several independent devices
joined together by network.

One such area is the experimental study of
penetrating injuries caused by the impact of extraneous
objects with high kinetic energy on the patient during an
explosion, gunfire, or other incidents. An in-depth
understanding of the physical processes accompanying
the process of high-speed element intervention in the
human body is of great importance for the successful
treatment of the wounded.

The modern scientific approach to study the
mechanisms of deformation in human soft tissues
through the penetration of high-speed elements is
divided into physical experiments and computer
modeling. A typical approach to studying the process
involves creating and using non-biological physical
models or simulators in experimental tests, such as
ballistic gelatin or clay, or even more complex
composite models. The results of experimental research

on these simulators are recorded using technical
equipment, such as high-speed X-ray machines or
computer tomography devices.

However, these existing experimental studies
primarily are focused on the descriptive analysis of the
resulting wound channel geometry based on the input
characteristics (mass, velocity, attack angle) of
penetrating elements (various shatters, bullets, buckshot,
etc.). The experimental results obtained so far have
provided an understanding of the general processes
involved, but questions about their evaluation in
heterogeneous environments that model the human body
with a high degree of accuracy, such as a system of
organs with significantly different physical properties,
remain open. Experimental research data is used to
verify the modeling results and the accuracy of
computer models.

Despite significant progress in computer modeling
of wound ballistics, such models are mostly suitable for
replicating physical experiments at present. Furthermore,
the evaluation of their accuracy is primarily based on
criteria related to the correspondence of the wound
channel's geometry. Meanwhile, various physical
processes occurring within the material surrounding a
penetrating high-speed element within the human body
remain insufficiently researched. It's worth noting the
work [1], in which the regularity of pressure changes in
the simulator material at a specific distance from the
wound channel during the penetration of high-speed
elements was experimentally determined. Additionally,
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the time duration of the pressure change process that
needs to be recorded (250-500 ps) was also
experimentally established, with the most active phase
occurring within 50-150 ps. Thus, it is possible to
determine the duration of the deformation process and
establish the required accuracy in synchronizing the
time of sensors that will capture the physical parameters
of the deformation process, such as within 10% of the
average duration of the active phase (10-15 ps).

The overall assessment of the current state of the
problem concerning the study of dynamic processes of
deformation and damage to soft tissues resulting from
penetrating action, such as gunshot injuries, indicates
that these scientific challenges require further research
in both the direction of experimental exploration of a
wide range of physical processes and the development
of enhanced computer models and algorithms for
simulation, along with the acquisition of experimental
data.

Distributed information and measurement
system description

Experimental research involves both planning
natural experiments using a physical model and
conducting the experiments themselves. These studies
are carried out within the context of ballistic firing on a
non-biological model (simulator) of human soft tissues
at a specialized testing ground [2]. To measure the
physical parameters of the process, an experimental
setup is required, which typically includes:

1) Simulator — dense block of ballistic gelatin in
which a variety of sensors can be placed. The choice of
sensors depends on the parameters of the penetrating
element's motion and the properties of the material
being penetrated.

2) Information and Measurement System (IMS) —
this system is responsible for recording and processing
the signals received from the sensors.

The IMS is a distributed data collection and
preliminary data processing system based on
replaceable sensor nodes, where controllers, data input-
output nodes, and sensors are distributed in space. Key
features of such an IMS include decentralized data
processing, the presence of distributed data input-output
systems, increased fault tolerance, and a standard and
unified database structure [3].

The main limitation in experiments of this kind is
the practical inexpediency of laying wired lines from the
equipment, which would increase the influence of
various interferences related to the process of
penetrating the element into the simulator during the
experiment. Therefore, it is advisable for the IGN nodes
of the IMS to use wired connections only directly with
the sensors, while information transmission to the
central computer is carried out through a wireless
communication channel. However, unlike systems
discussed in [3, 4], which operate in a long-term mode
and monitor processes that take a considerable amount
of time, the IMS designed for studying short-term
processes, such as the process of a high-speed element
penetrating a simulator, needs to have a clock
synchronization system for its nodes. This system

should also work over a wireless communication
channel. This is essential so that, during subsequent
research, data obtained from sensors at different nodes
can be synchronized in time, allowing for the
assessment of the state and parameter changes of the
process as a whole within a unified time system.

Wireless device synchronization methods

Traditional clock synchronization protocols for
wired networks cannot be directly used because wireless
sensor network protocols require the ability to
dynamically adapt, handle sensor network changes, and
scale the network. The sensor nodes themselves may be
severely resource-constrained due to limited battery
power. Additionally, they must operate in an unreliable
environment with significant communication channel
losses. Several clock synchronization protocols have
been developed for wireless networks.

Wireless network synchronization is achieved
using a Network Time Protocol (NTP) and a Global
Positioning System (GPS). Classical NTP [5] and
TEMPO [6] protocols use an external source of accurate
time, such as the GPS or Coordinated Universal Time
(UTC), for network synchronization. In [7], a method of
scalable time synchronization using GPS receivers for
large systems consisting of multiple independent
networks has been developed. In described wireless
networks with gateway nodes, a GPS receiver in each
gateway node is used to initiate and synchronize several
nodes behind gateways. Subsequently, clock and data
synchronization are performed to achieve high-precision
time synchronization within each subnet.

GPS requires wireless devices to connect to
satellites for synchronization, which necessitates a GPS
receiver connected to each wireless node. However, due
to power constraints, this can be impractical for wireless
networks. Sensor networks consist of low-cost wireless
nodes, and adding a GPS receiver to each wireless node
increases the overall device cost. The accuracy of GPS
time depends on how many satellites the receiver can
communicate with at a given moment, and it may not
always be consistent. Furthermore, GPS devices rely on
line-of-sight satellite communication, which may not
always be available. This makes it challenging to
maintain a common time reference.

The Reference Broadcast Synchronization (RBS)
method is based on minimizing nondeterministic delay
through synchronization between receivers and saving
energy by post-factum synchronization. Reference
broadcast synchronization is a form of time
synchronization that utilizes the broadcast property
inherent to wireless communication. RBS messages do
not contain explicit time stamps; instead, recipients use
the time of arrival of the synchronization packet as a
reference point to compare their clocks. The paper [8]
discusses an example of measuring time stamps for two
wireless nodes (using the standard IEEE 802.11 wireless
network) and demonstrates that removing sender
nondeterminism from the critical path of the packet
ensures highly accurate clock synchronization with
minimal energy consumption. The time synchronization
protocol discussed in [9] is used to measure delays for
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wireless sensor networks and is an energy-efficient
protocol, characterized by low message complexity. It
requires fewer computational resources, however being
less accurate than the RBS protocol discussed in [8].
Analysis conducted in the article shows that accuracy
should degrade slowly the resulting error is equal to the
distance between nodes.

The Romers protocol, as discussed in [10] and
applied in mobile ad-hoc networks, utilizes a time
transformation  algorithm  to  achieve  clock
synchronization. This protocol is effective in resource-
constrained environments. The Mocks protocol [11]
extends the standard IEEE 802.11 synchronization
protocol, making use of continuous clock
synchronization in wireless real time applications, and
improves the precision by exploiting the tightness of the
communication medium, and tolerates message losses.
Minimal message complexity and error resilience are
highlighted as its main advantages. The network-wide
time synchronization protocol presented in [12] is
designed for networks with a high node density. The
protocol described in [13] ensures good synchronization
accuracy in wireless sensor networks using a
deterministic protocol with minimal computational and
storage complexity.

The Time-Diffusion Protocol (TDP) discussed in
[14], achieves "synchronized" time across the entire
network using an iterative weighted averaging
methodology based on message propagation involving
all nodes in the synchronization process. On the other
hand, the Asynchronous Diffusion Protocol [15]
employs a strategy similar to TDP, but network nodes
execute the protocol and adjust their clocks
asynchronously with respect to each other.

In [16], a post-measurement time synchronization
approach is  proposed, consisting of two
implementations.

In the first implementation, beacon messages
containing global clock information are periodically
broadcasted  during  measurement.  After  the
measurement is completed, estimated clock offsets are
applied to achieve clock synchronization using
nonlinear regression analysis. Then, data
synchronization is achieved through resampling the data
with a time discretization.

As a result, time synchronization accuracy can be
improved by up to 40%, particularly when nonlinear
clock drift occurs during long-duration measurements.
Post-factum  synchronization  significantly reduces
power consumption in scenarios where temporal and
unpredictable synchronization is required. Instead of
keeping clocks synchronized all the time, clocks operate
autonomously at their natural pace and synchronize
after an event of interest has occurred.

Specific properties of the proposed
synchronization system

Therefore, after analyzing existing solutions for
synchronization, three groups of synchronization
methods can be identified: those using wired networks,
those utilizing time correction algorithms, and those
relying on an external source of accurate time or

combinations thereof. However, clock synchronization
doesn't necessarily guarantee synchronization of sensor
data obtained from each node. For example, even if the
clocks of sensor nodes are synchronized with a
reference clock, the start time of measurements isn't
entirely consistent among different sensor nodes. This is
mainly due to the fact that most microcontrollers use
event-driven operating systems in which tasks are
executed on a "First In — First Out" basis, and such
simplified task scheduling can introduce significant
uncertainties in the timing of execution. Other factors
contributing to synchronization errors include minor
differences in sampling rates between sensor nodes and
variations in the sampling rate over time [17].

CPU in each sensor node must schedule at least
three  operations simultaneously, including the
measurement process, clock synchronization involving
packet exchange over wireless communication, and data
synchronization.

The lack of real-time scheduling support can have
a negative impact on both measurement and
synchronization:

1) unavoidable unexpected measurement delays
can lead to imprecise data collection.

2) potential conflicts between acquiring a sample
and wireless communication for synchronization
messages may result in deviations in clock offset
estimation, ultimately affecting the accuracy of time
synchronization [19].

In [20], it is also mentioned that in a typical node
running an event-driven operating system, it's
impossible to precisely determine the start time of a
measurement since all commands are passed through a
queue, and the moment of execution cannot be recorded.
It should be noted that when using sensors in interrupt-
driven buffered input mode (for example, ADXL345),
such determination is possible. When the internal buffer
is filled to a specified level, the start time of
measurement can be determined with accuracy within
the measurement error by subtracting the period of the
clock signal, multiplied by the number of counts in the
buffer at which the interrupt occurs, from the local
timestamp recorded as the beginning of the interrupt.

Another feature that distinguishes the system
under consideration from a typical continuous-action
sensor network is that theoretically, there is no need for
time synchronization during the measurement process
because the process is short-term (no more than a few
seconds, including preparatory operations), and the error
of the node's internal clock during this time will be
insignificant.

However, immediately after synchronization, the
difference will begin to deteriorate as the clocks drift
apart. Therefore, the accuracy will decrease because
more time elapses between the synchronization pulse
and the event.

Typical crystal oscillators have accuracy on the
order of one part in 10* to 108, which means the clocks
of two nodes will deviate by 1-100 us per second.

Typical accuracy specifications for RTC crystals
range from +100 to £20 parts per million, equivalent to
8.6 to 1.7 seconds per day [18].
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For the operation of the IMS, synchronization is
only required before the start of the measurement or for
a series of measurements that take a short time (a few
minutes).

The algorithm steps for measurement during the
testing process will be as follows:

1) network establishing (internal testing and node
connection);

2) clock synchronization;

3) start measuring and recording sensor data in the
node's internal memory;

4) end recording and storage session;

5) clock synchronization for additional verification;

6) transmission of stored values with timestamps
and synchronization markers to the main computer of
the system;

7) resampling of data obtained from all sensor
nodes into a unified time system;

8) timestamping data with real-time scale;

9) storage of sensor data in a database for further
processing.

An ideal node clock synchronization process can
be defined as:

Ci(t) =t €Y)
where C;(t) is the time of the clock on node i, and ¢t is
the time on the clock of the central computer (reference
time). Therefore, if equation (1) is satisfied for all i, we
have perfect clock synchronization. It can be noted that
in this case

dc 1 5
e @)

But for a real system, expression (2) can be
defined as:

1 <dc<1+ 3
ps_-= D, 3)

where p is a constant proportional to the skew rate,
usually defined by the RTC manufacturer [21].

Graphs of microcontroller local clocks dependence
options on absolute time are shown in Fig. 1.

Device Clock is
faster: dC/dt > 1
A Device Clock is
ideal: dC/dt=1

Device Clock is
slower: dC/dt< 1

Device Clock Time C

UTCTime t

Fig. 1. Dependence of microcontroller local clocks
on absolute time

In fact, any time synchronization method
compensates for the value of p for each clock of each
node in the system.

Method for local clocks synchronization

To solve the synchronization problem, a method
based on transmitting a general sync signal wirelessly to
each node is proposed (Fig. 2). An optical infrared (IR)
emission is used as the medium for transmission. The
sensors of the information-measuring system are
statically localized, and the IR receiver is compact and
can be integrated into the node's design. Besides, the
receiver has low power consumption. All of these
features allow for the use of such receivers for group
synchronization of system nodes, slightly increasing its
circuit complexity.

Infrared Signal

Pulse (IR)
= Wi-Fi
s Data &
\' Timestamps

Transmission

IR '—' Base Node 0 |
receiver

J
"
\\

Main
Computer

IR '—' Base Node 1 |
receiver

IR '—' Base Node N |
receiver

Fig. 2. Clock synchronization scheme using an IR clock signal

The synchronization algorithm is based on
transmitting two synchronization pulses at the beginning
and at the end of the measurement process. After
receiving and recognizing the IR sync pulse, each node
sends a readiness message (via Wi-Fi to the central
computer), remembering the local time T}, at the start of
the IR sync pulse.

Once messages are received from all nodes, the
system is ready to start the measurements. Upon
completing the measurement, another IR sync pulse is
sent, and the time T, of its arrival is also recorded. Thus,
each node stores two readings of internal clocks, T, and
T,, which are used for resampling the received data.
Each data block is tagged with timestamps T; (Ty;, Ts;)
indicating the start and end of the measurement in the
local time reference frame. All data received by the
central computer is converted to a unified local time
reference frame for one of the nodes (to which accurate
clocks are connected). Knowing that T, and T, are the
local times of a unified system corresponding to the
sync pulse timestamps on the i-th node (T,; and T,;),
and T; is the timestamp of data arrival, you can
determine the position of the T;, timestamp in the
unified system as follows:

il (4)
T, — Ty, e0 bo bo-

Collected data is resampled into real-time scale
using these precise clocks.

This enables a unique alignment of measurements
obtained from various sensors on different nodes and
allows their use for validation and refinement of
theoretical models.

Ty =
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Practical research and results

To validate the proposed method, a testbench was
assembled. The ESP8266 and ESP32 MCU’s running on
NodeMCU and MicroPython (ESP32_GENERIC-
20231005-v1.21.0 firmware) software, respectively,
were used as sensor nodes. These nodes were connected
via wired communication, with one node serving as a
base and issuing a synchronization signal to the other
nodes at defined time intervals. This signal was used as
a reference synchronization signal. The node with the
least deviation was chosen as the reference. The
testbench setup for validating the synchronization
algorithm is depicted in Fig. 3.

The synchronization scheme for the ESP32 MCU
sensor nodes had similar structure, with the only
difference being the use of different pins.

ESP32 WROOM
ESP8266 MOD #2
ESP8266 MOD #1

DolT AM #2

DolT AM #1
LoLin

Amica Al Thinker

Wemos D -3,075

D1
W[R P2
' »| Base Node D5
receiver .
Hardware Sync
D1- D5
\\ IR DZ: Driven Node
receiver ‘DS

Fig. 3. Testbench setup
for synchronizing the ESP8266 sensor nodes

Additional tests were performed to measure the
clock deviation concerning the reference signal for
various ESP8266 MCU types. The results are presented
in Fig. 4.

-10 0 10

20 30 40

Difference, ps/sec.

Fig. 4. Clock divergence between the local clocks
of various ESP8266 MCU types and the system reference clock

The results of this test also revealed that
approximately 5 minutes after reboot, the clock
deviation stabilizes, with deviations of less than 1%
when the MCU operates at the standard frequency of 80
MHz.

This stabilization occurs after about 2-3 minutes
when operating at an increased frequency (Fig.5). It
was established that the absolute value of the clock

deviation is independent of the MCU's operating
frequency.

After 60 seconds from the moment of startup, this
value stabilizes and then changes slightly.

Fig. 6 depicts the variation in clock deviation
over time at 10-second intervals for different
frequencies, both for the reference and driven nodes
(ESP32 MCU’s).

500 p----=-==m=-=-x e Pommmmmmm o -
1 1 1
| | | =—Wemos D1
| , .
A00 - - - - - - e 2
1 1
| i | == Amica Al Thinker
300 T A mm e mmm e Fmmmm e E
1 1 1 .
| | ! LoLin
8 200 f---mmmmmmmee Ammmmmm e i 4
- 1 1 1
g | | | = = DolT AM #1
@ 100 f---m dmmmmmm——oo ooz Ry 4
L -
= | DolT AM #2

\

-100 A

-200 -

1
|
1
0 ESP8266 MOD #1
1
-4

ESP32 WROOM

Fig. 5. Change in the magnitude of the discrepancy (us/10 sec) over time from the moment of launch
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Fig. 6. Change in local clock error over time in ps per 10 second intervals,
for different frequencies, for reference and driven nodes

Subsequently, measurements of the clock deviation
were taken when synchronizing two ESP32-based nodes
using the IR sync pulse. To achieve this, a procedure for
receiving messages from the IR receiver was added to
the node's software.

An IR sensor device, TSOP4838, operating at a
frequency of 38 kHz, was used for receiving the IR
signal. An IR synchronization pulse is sent between the
pulses of the wired synchronization. The time readings
obtained at the moment of receiving the IR pulse on two
nodes are compared with the wired synchronization
pulses according to equation (4) (see Fig. 7).

A : : B
N 1 K 4

c ic
To \

\

NZ i 4
A c B'
Fig. 7. Local clock synchronization of two nodes

and determination of the synchronization error e
using an IR sensor

N and N are axes of the local clocks of nodes 1
and 2, To — axis of ideal clock time, A, B, A, B' —
synchronizing markers that match in pairs on two nodes
(in the coordinates of local axes N1 and N respectively),
C, C' — synchronization marker obtained using the IR
sensor on nodes 1 and 2 respectively, C" — projection of
synchronization marker C' (node 2) into the local clock
reference system of node 1, e = C" - C -
synchronization error in the local clock reference
system of node 1.

Based on the comparison results, the IR
synchronization error can be estimated (Fig. 8).

It has been determined that the maximum error
does not exceed 106 ps for a MCU operating at 240
MHz and 115 ps for 160 MHz. In fact, increasing the
MCU's operating frequency results in an 8% reduction
in error.

The temperature change in the chips during the
measurement (200 seconds) was 46+4%. It should be
noted that there is a significant deviation in the local
clocks for ESP-8266 nodes under the control of the
NodeMCU system, exceeding 30 pus per second.

Conclusions

Overall synchronization error using the proposed
method does not exceed 12 us per second.

There is no significant change in error depending
on the MCU's operating frequency. ESP32 family
microprocessors, in general, provide sufficient accuracy
(within 10-15 ps) for time synchronization of local
clocks when using the proposed method, allowing them
to be used as a basis for IMS nodes in the detection of
parameters of short-term events, such as the penetration
of high-speed objects into human body simulators.

The proposed synchronization method can also be
used in other fields, such as measuring electrical
machine vibrations and monitoring the condition of
various structures (structural health monitoring).

It is advisable to conduct further research,
including an efficiency examination of using
microcontrollers of different types, such as Raspberry Pi,
STM32 (Nucleo, Discovery, Pyboard series), Renesas
RA series, etc.

Additionally, it would be beneficial to test other
types of firmware and investigate the relationship
between the error and the type of IR sensors and
onboard Wi-Fi modules used. Further considerations
could also include data resampling and determining
absolute time.
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Fig. 8. Synchronization error with using an IR sensor relative to reference synchronization at 10-second intervals
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MeTtoa cuHXpoHi3auii 6e31pOTOBUX JATYMKIB
JJISl MOHITOPUHTY KOPOTKOYACHUX MOMii

A. O. 3yes, JI. I. Kapaman, A. B. OnpueBcbkuit

AHoTanisi. AkrtyanapHicTb. KIIIOYOBOIO YAaCTHHOIO EKCIEPUMEHTAIBHHMX JOCHI/UKEHb € OTPUMAaHHS MaKCHMaJbHO
JNOCTOBIPHUX J@HUX PO NOCHIKyBaHHH 00'ekT abo mopito. YacTo JOBOAMTHCS PEECTPyBaTH MapaMeTpH IPOIECiB, sKi Jyxe
Ba)KKO YITKO JIOKaJTi3yBaTH y mpocTopi Ta yaci. [Iporec 4n momis, Mo po3mIsLIaeThesi, MOXKE MPOTIKaTH AyKe IMIBUIKO, YaCTKH
CeKYHIH, L0 HE J03BOJSE MOCIHIHMKY BCTUTHYTH pPO3TOpHYTH 1 HamamrtyBaté 3acoOu peectpauii. lle mpusBoauTs 10
HEOOX1THOCTI CTBOPEHHS MEpEeXi, KA CKIANAETHCS 3 BEIHMKOI KUTBKOCTI MPUCTPOIB peecTpamii Uil TOro, mi00 He MPOIYyCTUTH
Ba)XJIMBY TOJII0, MTOB'A3aHy 3 MPOLECOM, IO BUBYAETHCA, 1 OTPUMATH AOCTATHIH 00cAT eKcliepuMeHTaNbHIX NaHuX. Lle ogHiero
poOIEMOI0 € Y3TOKeHHS TaHUX, OTPUMAHUX Bifl pi3HHUX 3ac00iB BUMipy. PO3HeceHi B mpocTopi MpHUCTPOi peecTparii BUMYIIEHO
MalOTh BHCOKHH pPiB€Hb aBTOHOMHOCTI, IO TPH3BOIUTH IO HEY3TOMKEHOCTI BIUIIKY Yacy 1 HEOOXiTHOCTI CHHXpPOHi3amii
roquHHuKa. [Ipu cyOMiniceKyHIHi TPUBAIOCTI MPOLECIB, 10 BUBYAIOTHCS, HEJOCKOHANIICTH 3aCO0IB BiIUIIKY 4acy B KOXXHOMY
By3Jl Mae BEIWYEC3HMH BIUIMB: HEBUSBIEHI 1 HEBPAaxOBaHI HEY3TOPKEHOCTI MOXYTh MPH3BECTH JIO CHOTBOPEHHS abo
HETPaBHJIBHOTO PO3YMiHHS 3arajibHOi KapTHHU JOCHIIXKYBaHOTO Ipoliecy abo Moil HaBiTh MICNsl OTPUMAHHS BCiX HEOOXiTHHX
nanux. Came TOMy CTBOPEHHsI Ta BIOCKOHAJICHHS METOJIB CHHXPOHI3allii By3/IiB peecTpalii JaHUX Y PO3MOAITEHUX 0e3IPOTOBHX
CEHCOPHUX MEpeXax € BAXIIMBHUM Ta aKTyaJlbHHM 3aBnaHHsM. IlocraHoBka 3aBaaHHs. [IpakTHdHOIO cheporo 3acTOCYBaHHS
3alIpONIOHOBAHOTO DIIICHHS € JOCHI/KCHHS TPaBM, IO CIPHYHHEHI NPOHUKHEHHSIM YYXKOPIIHUX OO'€KTIB 3 BHCOKOIO
KIHETHYHOIO €HEPTI€r0 Y TiJo JonuHH. LI mociikeHHs MPOBOAATHCA 13 3aCTOCYBaHHAM IITYYHUX IMITaTOpPiB JIFOACHKOTO Tijla Ha
0a3l KOMIIO3UTHUX MarepiaiiB Ta OaNiCTHYHOTO JKENATHHY 3 IMIUIAHTOBAHUMH EJIEKTPOHHHMH 3ac00aMHU peecTpamii 3MiH
¢izuunux mapamerpiB. Pe3yJbTaTH Ta BHCHOBKH. Y CTaTTi 3alpONOHOBAaHO MPOrpaMHO-alapaTHHUH METOA Ta IOKa3aHO
TEXHIYHy peaji3alilo TpoIecy CHHXPOHI3alil JIOKAJIPHUX TOJMHHHUKIB O€3APOTOBHX MOAYNTIB, O0'€IHAHHUX B EIUHY
iH(pOpMaIiiHO-BUMIPIOBAJIbHY CHCTEMY, PO3MIllleHy Ha iMmiTaropi. 3amporOHOBaHUI METOA J/O03BOJSIE OTPUMATH IMOXHUOKY
CHHXpPOHi3awil He Buiie 12 MKC/CeK 3a BAKOPUCTAHHSI KOMEPLIiTHUX KOMIIOHEHTIB HEBUCOKOT BapTOCTi. PO3MISIHYTI B MPakTHYHIN
YacTHHI JOCIIDKEHHS MiKkpornporecopu cimeiictBa ESP 3aransom 3a0e3mneuyroTh JOCTAaTHIO TOYHICTh CHHXPOHI3allii JIOKaIbHHUX
TOJVHHHKIB IPH BHKOPUCTAHHI 3aIIPONOHOBAHOTO METOMY, IO JO3BOJISIE 3HM3HUTH BapTICTh BY3JIB CHCTEMH. 3allpONOHOBAHHN
METOJl TAKO’K MOXe OyTH BUKOPUCTAHWU B 1HIIMX OONACTAX, TAKUX SK BUMIPIOBaHHA BiOpaliil eJEKTPUYHUX MAIIWH i BUTYHIB,
MOHITOPHHT CTaHy Pi3HUX CTPYKTYD.

Knw4oBi caoBa: 0e3ApOTOBI JaTYMKU, PO3MOIIICHHNA MOHITOPHHT, CHHXPOHi3allis TOAWHHKKIB, THHAMIKA TTOPAHCHHS,

CHMYJISITOPH JIIO[CHKOTO TiJIa, MEJMYHA MiarHOCTHKA, Oe3IpOTOBHH 3B'A30K, iH(OpMAIiifHO-BHMIpIoBaibHa cucrema, ESP32,
ESP8266.
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