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APPLICATION OF HETEROGENEOUS ENSEMBLES IN PROBLEMS OF COMPUTER SYSTEM STATE IDENTIFICATION

Abstract. The object of the study is the process of identifying anomalies in the operation of a computer system (CS). The subject of the study is ensemble methods for identifying the state of the CS. The goal of the study is to improve the performance of ensemble classifiers based on heterogeneous models. Methods used: machine learning methods, homogeneous and heterogeneous ensemble classifiers, Pasting and Bootstrapping technologies. Results obtained: a comparative analysis of the use of homogeneous and heterogeneous bagging ensembles in data classification problems was carried out. The effectiveness of various approaches to the selection of base ensemble classifiers has been studied. A method for identifying the state of a computer system, based on the heterogeneous bagging ensemble was proposed. Experimental studies made it possible to confirm the main theoretical assumptions, as well as evaluate the efficiency of the constructed heterogeneous ensembles. Conclusions. Based on the results of the study, the method for constructing a heterogeneous bagging ensemble classifier, which differs from known methods in the procedure for selecting base models was proposed. It made possible to increase the classification accuracy. Further development of this research could include the creating and integration of dissimilarity metrics as well as other quantitative metrics for a more accurate and balanced base model selection procedure, which would further improve the performance of the computer system state classifier.
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Introduction

The development of information technologies has led to the fact that information systems have become an integral part of most spheres of modern life. From the banking system that processes financial transactions to the medical databases that store the medical history of patients, information systems have permeated every aspect of our society. In this digital era, the efficiency and stability of such systems have become not just important, but also vital factors affecting safety, quality of service and even public health.

Failures and malfunctions in information systems can have catastrophic consequences. For example, in the financial sphere, even a small error in the processing of transactions can lead to serious losses and loss of customer trust. In the medical field, improper storage or transmission of medical data can endanger the health of patients. In the energy industry, automated control systems can affect the stability of the energy supply and, consequently, the vital functions of society [1].

Taking into account the above, ensuring the stability and security of information systems has become one of the priority directions in modern information technology. And it is here that ensembles of models, such as bagging, can play a decisive role, helping to identify anomalies, detect threats, and ensure more reliable functioning of information systems in various areas of human life.

In this context, the need for continuous improvement of methods and technologies used to monitor and identify the state of computer systems becomes obvious. At the same time, constantly changing security threats and the complexity of modern attacks require more advanced and adaptive methods for detecting and preventing all kinds of incidents.

Object, subject and methods of research. The main idea of the work is to study the possibility of using heterogeneous bagging ensembles to improve the accuracy of identifying the state of computer systems and the efficiency of anomaly detection. The object of the research is the process of identifying anomalies in the computer system operation. The subject of the research is ensemble methods for identifying the state of the computer system. The main objectives of the study are as follows:

1. Improving the accuracy of classification and anomaly detection.
2. Analysis of the impact of a variety of machine learning methods on the ensemble performance.
3. Comparison of the effectiveness of homogeneous and heterogeneous bagging ensembles.
4. Study of the effectiveness of strategies for selecting base models for the formation of a heterogeneous ensemble.
5. Development of a method for increasing the accuracy of identifying the state of computer systems through the use of heterogeneous ensembles.
6. Experimental testing of theoretical assumptions about the use of various machine learning methods as basic classifiers.
7. Formulation of recommendations for the practical application of the obtained results.

The study is aimed at assessing the impact of the diversity of basic models and model selection strategies on the quality of ensemble performance in problems of classification of CS states in order to identify possible anomalies in their operation.
Statement of the research problem

We will assume that the functioning of the CS is characterized by a set of its indicators:

\[ X = \{x_1, x_2, \ldots, x_m \} \, . \]

Marked pairs of objects are used as initial data for the given task:

\[ \{(x_i, y_i)\}_{i=1}^{N} \, , \]

where \(x_i\) is an indicator of the CS state or training sample, \(y_i\) is a class label (normal or abnormal state).

There is an unknown "target dependence" - mapping \( f : X \rightarrow Y \) whose value is known only on the objects of the final training sample \( (X, Y) = \{(x_1, y_1), \ldots, (x_m, y_m)\} \).

It is necessary to form the structure of the ensemble classifier \( F \) which is able to classify an arbitrary object \( x \in X \) and adjust its parameter values \( w \) to bring the predicted value \( y' \) closer to the actual value of \( y \):

\[ F(f(w, x), y') = y \, . \]

This model should be able to predict \( y \) not only for objects from the training sample, but also for new objects.

Related works analysis

In classification problems, which include the task of identifying the computer system state, ensemble methods have proven themselves well. The ability to combine diverse models, evaluate their dissimilarity, and integrate predictions allows us to more accurately and reliably identify anomalies and respond to potential threats in a timely manner. This becomes critical because even small disruptions to information systems can have far-reaching consequences for business, health, safety and society as a whole.

In addition, we can highlight two main advantages of using ensembles in problems of identifying the computer system state:

- Increased reliability. Ensembles combine several base classifiers, which helps to increase the reliability of the system. Instead of using a single algorithm, which may make mistakes or, for example, may skew its predictions due to high noise levels, the ensemble uses multiple algorithms, reducing the likelihood of false positives and increasing overall accuracy.
- Improved generalization. Ensembles enable more accurate generalization of data. They reduce the tendency to overfit, which is especially important when working with large and complex data sets, which are often found in computer systems.

There are several well-proven subtypes of ensembles, but in our research we focused on bagging ensembles [2], as they have a number of undeniable advantages:

- Reducing Dispersion. Bagging (Bootstrap Aggregating) is based on the bootstrap principle, which creates several random subsamples from the original data set. This allows us to reduce the spread of the algorithm, since each base classifier is trained on different data. In the context of anomaly detection, where data can be noisy and variable, scatter reduction is especially useful.
- Reducing Correlation. Bagging also helps reduce the correlation between base classifiers. This is important because correlated algorithms may produce almost identical results and will not provide much benefit in an ensemble. Bagging helps to diversify base models by generating input sequences using a special bootstrap procedure when training each base model.
- Simple implementation. Bagging is a relatively simple method that does not require complex setup and is suitable for various types of base classifiers.

In general, the use of bagging in problems of identifying the computer system state makes it possible to increase the reliability and efficiency of an anomaly detection system, which is critically important in the face of constantly emerging digital threats.

Previous research has found that homogeneous bagging ensembles, such as those based on decision trees, are successful in detecting anomalies in computer systems [3]. However, these ensembles are composed of similar models, so they are often limited in their ability to improve their performance. This is because structurally similar basic models may make similar errors and may not provide enough diversity to effectively reduce dispersion.

In this regard, there is an assumption that the use of various base classifiers of the ensemble, as well as their combinations, can significantly improve the performance of the ensemble [4, 5]. This approach complements the basic idea of bagging, which is to use base models with high variance to create a more powerful ensemble.

In addition, research confirms that diversity in underlying models can significantly improve an ensemble's anomaly detection ability, as different methods can identify different characteristics of anomalous behavior [6]. This improves the stability and accuracy of the ensemble [7], making it more adaptive to changing conditions and new threats in computer systems.

Overview of approaches and methods

In the study of homogeneous and heterogeneous bagging ensembles, various combinations of the following machine learning methods were used: decision trees, k-nearest neighbors, support vector machines, naive Bayes classifier, logistic regression and multilayer perceptron. The choice of basic models is due to the variety of their advantages and disadvantages.

**Decision trees** are a graphical model designed for decision making. At each node of the tree, the data is divided into two or more subgroups based on the value of one of the features. Predictions are made based on leaves. The main advantage of decision trees is their easy interpretability and the ability to handle both categorical and numerical features. The limitation is their tendency to overfit [8].

The **k-nearest neighbors (k-NN)** method determines the class of a new object based on the classes of its nearest neighbors using a distance measure. The main advantage of k-NN is its simplicity in implementation and ability to work with different types of data. The limitation is the computational complexity...
with a large amount of data and the dependence of performance on the value of $k$ [9].

The support vector machines (SVM) method constructs a hyperplane that best separates data classes by maximizing the distance to the nearest points of each class. The main advantage of SVM is its ability to process linearly separable and linearly inseparable data, as well as to generalize the results with new data. The limitations are computational complexity for large data volumes and the need to select parameters such as the kernel [10, 11].

A naive Bayesian classifier uses probabilistic methods to classify objects, assuming independence of features. The main advantage of the naive Bayesian classifier is its simplicity in implementation and the ability to process multidimensional data. The limitations include the assumption of independence of features and the potential unsuitability of the method for working with data with complex relationships [12, 13].

Logistic regression is a method widely used in binary and multi-classification problems. The principle of its operation is to model the probability of an object belonging to a certain class based on a linear combination of its characteristics. This probability is then transformed using a logistic function (sigmoid), which constrains its values to be between 0 and 1. When training logistic regression, model parameters are tuned to maximize the likelihood of the data, allowing the model to accurately separate classes based on feature values. The main advantage of logistic regression is its simplicity and interpretability, which allows us to understand the influence of features on classification. However, the main limitation of this method is the assumption of a linear relationship between the features and the target variable, which may limit the model’s ability to correctly describe complex nonlinear relationships [14, 15].

Multilayer Perceptron (MLP) is a multilayer neural network consisting of input, hidden and output layers that transmit signals taking into account weights and activation functions. The main advantage of MLP is its ability to model complex nonlinear relationships in data. The limitation is the need for a large amount of data and the risk of overfitting, as well as a long training time compared to other methods [16, 17].

The following characteristics, widely used in classification problems, were used as metrics for assessing the quality of work of ensemble classifiers: Accuracy (1), Precision (2), Recall (3) and F1-Score (4):

$$\text{Accuracy} = \frac{TP + TN}{TP + TN + TP + FN},$$ (1)

$$\text{Precision} = \frac{TP}{TP + FP},$$ (2)

$$\text{Recall} = \frac{TP}{TP + FN},$$ (3)

$$F1\text{-score} = \frac{1}{\frac{1}{\text{Precision}} + \frac{1}{\text{Recall}}} = \frac{TP}{TP + 0.5(FP + FN)}. \quad (4)$$

These metrics allow you to evaluate both the overall performance of the classifier and its ability to find and classify positive examples (recall) and avoid false positives (precision). The F1-measure is the harmonic mean between precision and recall and is used when it is necessary to balance between these two characteristics.

**Experimental part**

To test the theoretical assumptions, software was developed to conduct an experiment consisting of four stages.

At the first stage of the study, a standard bagging ensemble was created using decision trees as basic models. Decision trees are well established for their ability to process different types of data and identify important features and complex patterns. They can be called a classic choice when building a bagging ensemble. After training this ensemble, its effectiveness was assessed.

The results of the first stage of the study confirmed previous studies and showed that standard bagging with decision trees demonstrates good performance in the tasks of identifying the computer system state and detecting anomalies, especially when using the Bootstrapping procedure when generating input data and with the optimal choice of the main parameters of the base models and bagging meta-algorithm. However, quality indicators demonstrated the need to improve classification efficiency.

The second stage of the study includes the construction of homogeneous bagging ensembles using various machine learning methods as base classifiers. The following basic classifiers were used: the k-nearest neighbors method, the support vector machine, several subtypes of the naive Bayes classifier, logistic regression as well as a multilayer perceptron. Each ensemble consisted of similar models.

The process of constructing a homogeneous bagging ensemble using various machine learning methods as base models is as follows:

1. Selecting the type of base ensemble classifier, such as decision trees, logistic regression, etc.
2. Selecting an algorithm and generating initial data samples for each basic classifier. This study used the Bootstrapping algorithm, in which the samples contain all the original features, are generated randomly and can be repeated.
3. Train base ensemble classifiers in parallel using different data samples obtained in step 2.
4. Aggregation of results obtained from base models. In the case of a classification problem, majority rule voting is used to determine the most popular class.
5. Evaluate the performance of the model using the quality metrics, as well as the time it takes to train and test the model.

It is important to note that the resulting settings for the parameters of the bagging meta-algorithm (the number of base models, methods of aggregating results) remain unchanged when constructing all models, which further allows for a more accurate assessment of their quality.

The results of the second stage of the study are presented in fig. 1–6. The results obtained show that the use of different models has different effects on the
classification quality. Thus, models showing low accuracy when working in an ensemble were further excluded from further research.

Based on the results of the second stage of the study, it was decided to use 5 methods for further research. For example, homogeneous ensembles based on a multilayer perceptron (MLP) and the k-nearest neighbors method (KNN) demonstrated the best quality of work. Support vector machines and logistic regression provide less but good accuracy. In addition, previous studies have shown that by selecting optimal tuning parameters, decision trees also have the potential to improve the accuracy of ensemble performance. Using different variations of the Naive Bayes classifier does not lead to a significant increase in accuracy during ensemble. Thus, the results obtained emphasize the importance of choosing basic classifier models when constructing ensembles and adjusting their parameters when using specific initial data.

The third stage of research includes the selection of the most effective basic models’ types for combining them into a heterogeneous ensemble. At the same time, the procedure of two-stage selection of basic models and Pasting technology was used when choosing the basic classifiers of the ensemble. This approach allowed us to assess how a variety of base models can improve ensemble performance.

At the first stage, the previously selected methods were taken and 5 different homogeneous ensembles were trained on their basis. Each ensemble included 100 models of the same type. At the second stage, pairs were created that included combinations of all homogeneous ensembles. From each pair, its trained classifiers were taken and placed in the classifier pool. Each pool contained 200 models. Using Pasting technology (random selection without repetitions), 100 classifiers were selected from each pool and combined into a new ensemble. For each ensemble with a pair of methods, quality metrics were calculated, and training and testing
times were estimated. Next, similar actions were performed with the construction of heterogeneous ensembles based on three types of basic classifiers for all possible combinations.

The results of studying heterogeneous ensembles using two and three types of different basic models are presented in Fig. 5–12.

The best results have been achieved using k-nearest neighbors (KNN), multilayer perceptrons (MLP), and decision trees (DT) as base models for ensembles. It was found that heterogeneous ensembles based on their combination can improve the classification accuracy to 9.5%.

The fourth stage of the study includes the construction of a heterogeneous ensemble using all considered machine learning methods. As a result, it was found that such an ensemble does not allow obtaining the desired increase in accuracy, but it works faster than ensembles based on a smaller number of machine learning methods, since some of them significantly increase the classification time on the test sample.
The results of studying a heterogeneous ensemble using all the considered methods are presented in Fig. 13–16.

**Fig. 10.** Comparison of training time of heterogeneous bagging ensembles (with 3 methods)

**Fig. 11.** Comparison of identification time on a test sample of heterogeneous bagging ensembles (with 2 methods)

**Fig. 12.** Comparison of identification time on a test sample of heterogeneous bagging ensembles (with 3 methods)

**Fig. 13.** Comparison of the accuracy of homogeneous and heterogeneous bagging ensembles

**Fig. 14.** Comparison of the F1 Score metric of homogeneous and heterogeneous bagging ensembles

**Fig. 15.** Comparison of training time of homogeneous and heterogeneous bagging ensembles
Such ensembles combine different types of models or algorithms. This helps to increase the diversity of forecasts. Different models may have different generalization abilities, and in certain situations one model may make more accurate predictions than another. By combining these models into an ensemble, the risk of overfitting can be reduced and generalization ability can be improved.

During the experiment, it was revealed that the greatest accuracy was obtained when constructing a bagging ensemble, which included models based on decision trees and the k-nearest neighbors’ method as base classifiers.

The use of a bagging ensemble based on these methods makes it possible to increase the accuracy of the model on a test sample by up to 9.5% in comparison with a standard homogeneous bagging ensemble based on decision trees.

Bagging ensembles based on a combination with multilayer perceptrons also have relatively high accuracy, however, their use leads to an increase in classification time on the test set.

The influence of this negative factor can be neutralized in the future by using the ensemble pruning technique. Combining other methods either leads to a significant increase in testing time or does not provide the desired increase in classification accuracy.

Thus, based on the results of the study, a method for identifying the computer system state has been proposed, which differs from known methods by using a heterogeneous bagging meta-algorithm and includes a two-stage selection process for base classifier models based on Pasting technology. The use of this method made it possible to increase the classification accuracy.

A promising direction for further research is the creation and integration of various metrics that assess the diversity of models and other quantitative indicators characterizing the basic models for the purpose of their more accurate and balanced selection. These steps will further increase the efficiency of computer system state classification. In addition, it is important to pay attention to speeding up the classification process on the test set, for example, using ensemble pruning technology.

Conclusions

This paper examines the effectiveness of using homogeneous and heterogeneous bagging classifiers in the context of identifying the computer system state and detecting anomalies.

The results of the study showed that the use of heterogeneous ensembles can improve classification accuracy in these tasks.

Fig. 16. Comparison of identification time on a test sample of homogeneous and heterogeneous bagging ensembles

Based on the study, we can conclude that the use of heterogeneous bagging ensembles can improve the accuracy of identifying the computer system state and detecting anomalies.

Heterogeneous ensembles combining diverse base models have shown high potential for performance improvements over homogeneous ensembles. These results confirm the value of using ensemble methods in the task of identifying the state of computer systems and highlight the importance of choosing a variety of models to create more effective monitoring and anomaly detection systems.

REFERENCES


11
Застосування гетерогенної ансамблів у задачах ідентифікації стану комп'ютерних систем

О. А. Горносталь С. Ю. Гавриленко

Анотація. Об’єктивом дослідження є виявлення аномалій у роботі комп’ютерних систем. Предметом дослідження є ансамблеві методи ідентифікації стану КС. Метою дослідження є піднесення продуктивності ансамблевих классифікаторів на основі гетерогенних моделей. Методи, що використовуються: методи машинного навчання, гомогені та гетерогенні ансамблеві класифікатори, технології Pasting та Boosting. Отримані результати: проведено порівняльний аналіз використання гомогенних та гетерогенних беттігн ансамблів у задачах класифікації даних. Досліджено ефективність різних підходів щодо вибору базових класифікаторів ансамблем. Запропоновано метод ідентифікації стану комп’ютерної системи на основі гетерогенного беттігн ансамблем. Експериментальне дослідження дозволило підтвердити основні теоретичні припущення та оцінити ефективність роботи побудованих гетерогених ансамблів. Висновки. За результатами дослідження запропоновано метод побудови гетерогеного ансамблевого класифікатора, який відрізняється від відомих методів процедурою вибору базових моделей. Це дозволило підвищити точність класифікації. Підальший розвиток цього дослідження може включати розробку інтеграції методів несхожості, а також інших кількісних метрик для більш точної та збалансованої процедури вибору базових моделей, що сприятиме підальшому підвищенню ефективності роботи класифікатора стану комп’ютерної системи.

Ключові слова: комп’ютерна система; виявлення аномалій; машинне навчання; беттігн; однорідні ансамблі; різномірні ансамблі; дерево рішень; метод K-найближча спуск; багатошарова нейронна мережа перцептрона.