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RESEARCH APPLICATION OF THE SPAM FILTERING AND SPAMMER
DETECTION ALGORITHMS ON SOCIAL MEDIA AND MESSENGERS

Abstract. Inthe current era, numerous social networks and messaging platforms have become integral parts of our lives,
particularly in relation to work activities, due to the prevailing COVID-19 pandemic and russian war in Ukraine. Amidst
this backdrop, the issue of spam and spammers has become more pertinent than ever, with a continuous rise in the
incidence of spam within work-related text streams. Spam refers to textual content that is extraneous to a specific text
stream, while a spammer denotes an individual who disseminates unsolicited messages for personal gain. The proposed
article is devoted to address this scientific and practical challenge of identifying spammers and detecting spam messages
within the textual context of any social network or messenger. This endeavor encompasses the utilization of diverse spam
detection algorithms and approaches for spammer identification. Four algorithms were implemented, namely a naive
Bayesian classifier, Support-vector machine, multilayer perceptron neural network, and convolutional neural network.
The research objective was to develop a spam detection algorithm that can be seamlessly integrated into a messenger
platform, exemplified by the utilization of Telegram as a case study. The designed algorithm discerns spam based on the
contextual characteristics of a specific text stream, subsequently removing the spam message and blocking the spammer -
user until authorized by one of the application administrators.

Keywords: spam; social network; naive Bayesian classifier; Support-vector machine; multilayer perceptron neural
network; convolution neural network; spammers detection.

Introduction

Most likely, only email inboxes are equipped with
built-in anti-spam algorithms, while other chat rooms
lack such functionality. This could explain why the
proportion of spam in mailboxes and other messaging
platforms is generally similar.

For instance, a malicious link injected into a
message and sent to an employee within a company can
pose a significant threat to the entire organization.
Consequently, the modern world faces the challenge of
monitoring incoming text streams in social networks and
messengers [1].

It is imperative to detect and prohibit spammers, as
this simplifies the operation of algorithms and
complicates the efforts of spammers, ultimately reducing
the overall prevalence of spam. Ability to filter spam
messages, identify spammers, and enforce bans within
messengers and social networks holds the potential to
save considerable time for humanity and prevent the loss
of valuable information and financial resources. To
address this problem, we employed algorithms such as
the naive Bayesian classifier, support vector method,
multilayer perceptron neural network, and convolutional
neural network. Additionally, we developed a
straightforward algorithm that identifies and blocks users
recognized as spammers. By integrating these
investigated algorithms, we can begin to tackle the issue
of spam within social networks and messengers.

Object, subject and methods of research. The
objective of this study is to explore the feasibility of
employing various algorithms in the development of
software aimed at filtering spam within the textual
content of social network messengers. The primary goals
are to swiftly respond to spam messages and accurately

identify spammers. The study aims to accomplish the
following tasks:

a) analyze the specific capabilities of recognizing
spam messages;

b) evaluate the existing methods of spam detection;

¢) implement spam-fighting methods based on the
naive Bayesian Classifier, reference vectors, and
multilayer perceptron neural network;

d) analyze the utilized algorithms;

e) examine the fundamental existing algorithms for
spam detection;

f) develop and
mechanisms.

The research focuses on the process of identifying
spam within the textual context of social network
messengers.

The subject of the study revolves around the process
of filtering spam in social network messengers by
leveraging a range of methods for recognizing spam, as
well as identifying and prohibiting spammers.

The research methodology involves employing
classification theories, probabilistic classifiers, neural
network theory, statistical analysis methods, linguistic
techniques, and spammer detection approaches. The
study's scientific novelty lies in the enhancement of spam
recognition methods within messengers, utilizing the
textual content of specific text streams.

Additionally, it encompasses the identification of
spammers and the prompt response to messages
originating from spammers.

implement spammer detection

Literature analysis

Spam refers to the mass distribution of unsolicited
advertising correspondence to individuals who have not
expressed a desire to receive it [2].
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To mitigate spam issue, anti-spam filters are
utilized to save time. However, these filters can
occasionally misclassify important messages as spam,
leading to their accidental deletion.

The most effective method of combating spam is to
prevent spammers from obtaining one's email address

[3].

Auto-Spam Detection Software, commonly known
as Anti-Spam Filters, can be employed by end-users or
on servers. Such software operates through two primary
approaches [4]:

- message content analysis: This algorithm-based
approach assesses the message content to determine its
spam status. If classified as spam, the message can be
marked, moved to a separate folder, or deleted. This
software can function on both the server and the client
computer. However, with this approach, the spam
messages are still received, incurring the associated
costs, as the anti-spam software determines whether to
display them;

- sender classification: This approach categorizes
the sender as a spammer without analyzing the message
content. It can only be implemented at the server that
directly receives the messages. This method reduces
costs by refusing to accept messages from known
spammers and contacting other servers for verification.
However, the benefits are not as significant as expected

~

since spammers often attempt to bypass such protection
measures, necessitating individual handling of each
attempt and increasing server overhead.

This project focuses on a statistical Bayesian spam
filtering method that incorporates a support vector
method and a multilayer perceptron neural network.

Naive Bayesian classifier. The naive Bayes
classifier is the simplest of these models, in that it
assumes that all attributes of the examples are
independent of each other given the context of the class
[5]. This is the so-called “naive Bayes assumption”.
While this assumption is clearly false in most real-world
tasks, naive Bayes often performs classification very
well. Mathematically Bayes' theorem is [6, 7]:

P(B/A) - P(4)
P(B)

where P(A) — the probability of A occurring; P(B) — the
probability of B occurring; P (A/B) — the probability of A
given B; P(B/A) — the probability of B given A.

Support-vector machine. For a given set of
training samples, each marked as appropriate to one or
the other of two categories, the Support-vector machine
(SVM) training algorithm builds a model that assigns
new samples to one or the other category, making it a
probabilistic binary linear classifier [8, 9], as shown in
Fig. 1.

P(A/B) =

S /margin
S ~

>
< >

Fig. 1. SVM deals with linearly separate data

Perceptron. The process begins by taking all the
input values and multiplying them by their weights. Then,
all of these multiplied values are added together to create
the weighted sum [10, 11]. The weighted sum is then
applied to the activation function, producing the
perceptron's output. The activation function plays the
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integral role of ensuring the output is mapped between
required values such as (0,1) or (-1,1). It is important to
note that the weight of an input is indicative of the strength
of a node. Similarly, an input's bias value gives the ability
to shift the activation function curve up or down [12].
Logic diagram of the basic perceptron is shown in Fig. 2.
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Fig. 2. Logic diagram of the basic perceptron
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Convolution neural network. Convolution neural
network (CNN) is designed to automatically and
adaptively learn spatial hierarchies of features through
backpropagation by using multiple building blocks [13],

Convolution Dropout

Embedding
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such as convolution layers, pooling layers, and fully
connected layers.

The structure of the CNN we used [14, 15] is shown
in Fig. 3.

Fig. 3. The structure of the used CNN

Metrics evaluation

Also, in addition to the usual accuracy metric for
evaluating selected algorithms, we used F1 score [16].

Accuracy is a ratio between the correctly classified
samples to the total number of samples. Nowadays it is
the most used metric of classification performance.

TP +TN

TP +TN + FP +FN
where TP — (True Positive) correctly classified positive
sample; TN — (True Negative) the sample is negative and
it is classified as negative; FP — (False Positive) the
sample is negative but it is classified as positive; FN —
(False Negative) the sample is positive but it is classified
as negative. The explanation of the accuracy evaluation is
shown in Fig. 4.

Accuracy =

Implementation

As a training dataset was chosen the dataset of spam
messages from the Kaggle SMS Spam Collection
Dataset, but the dataset of messages from a particular
company can also be used to train the algorithm [17]. To
implement the spam filtering algorithms, we used the

Python 3.6 programming language, the PyCharm.
programming environment and the Keras, NumPy,
Sklearn and Pandas libraries, MySQL DB for storing
spammers and all users of the text stream [18, 19].

The simulation was performed on a LifeBook E744
notebook with 8Gb RAM, an Intel Core i7 CPU (up to
3.2 GHz) and an Intel HD Graphics 4600.

Predicted
Positives

Predicted
Negatives

Positives

True Positives

False Negatives

False Positives

Negatives True Negatives

Fig. 4. The explanation of accuracy evaluation

We employed four widely recognized spam
recognition algorithms: Naive Bayesian Classifier,
Perceptron, Convolutional Neural Network, and Support
Vector Machine. The results of the tests are shown at the
Table 1. The spam message analyzing process is shown
in Fig. 5.

Messanger (T e|c3ro.m)

Table 1 — Precision, recall and F1
score of the model

Message Algorithm Training Test
sample sample
( L 4 User # urcroun | Bayes 0.988 0.982
| SPaa-peicantage i 7 SVM 0.998 0.989
e
‘ results form algorithms ’/ NN 0.997 0.979
i Majority Algorithm; | Seom Bt CNN 0.990 | 0.985
K» Majority 1.000 0.999
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Fig. 5. Spam message analyzing process

database (DB) containing all
application users.
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If the user is unknown, we add their
information to our DB. Subsequently, we
analyze the message using all available
algorithms, gathering the results from each
algorithm [4].

These individual results are then passed
to the Majority Algorithm, which calculates
the spam percentage of the message. The
output of the Majority Algorithm is then
transmitted to the Spam Analyzer, which
determines whether the user who sent the
message should be classified as a spammer.
This determination is based on the calculated
spam percentage of the message, along with
the two most recent predictions. To identify a
user as a spammer, we analyze their three
most recent messages and compare the
average spam percentage against a specified
threshold. If the average spam percentage
exceeds the threshold, we recognize the user
as a spammer and record their ID in the DB of
spammers. The proposed complex majority
algorithm, illustrated in Fig. 6, utilizes the
solutions obtained from the Bayesian spam
filtering method, Perceptron, Support Vector

Machine, and Convolutional Neural Network algorithms

as inputs for the majority scheme.

To align the algorithmic block outputs (ranging

Chat Bot
\w% J
. \ N
Boes NN CNN SVM

R N R

3 of the al&of‘?tlnm recognize message as spawm -> i is spam
Othervise non-spown

[ Result: spam | non-spam 1

Fig. 6. The majority algorithm process

(binary values of 0 or 1), a binarization process is applied
using a threshold of 0.95. The implementation of the
spam analyzing and spammer analyzing is shown in

from 0 to 1) with the inputs of the majority scheme  Fig. 7.
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Fig. 7. The implementation of the spam analyzing and spammer analyzing
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If a user is in the spammers DB his messages are
being deleted without even analyzing them. The user
receives the message that he was blocked. Only the
manager of the application is able to remove users from
the spammers.

The process of putting spammers to the DB and
communication of the spam analyzer with the DB is
shown in Fig. 8.

The general scheme of execution of the developed
software application is given in Fig. 9 [20, 21].

B

Spam Analyzef

Usdate Wifer

Insert Spammer

Data Service

add Spammes

Fig. 8. The process of putting spammers to the DB and communication of the spam analyzer with the DB

Algorithm of analyzing spam messages contains the
following steps:

1) the user enters into the software application the
initial text that should be analyzed,;

2) software application parses the initial text into
array of words, then each word is converted to the
infinitive, then the resulting set of words is vectorized and
transmitted to the input to the all of the used algorithms;

3) the algorithms analyze the received data and
returns the result as the probability of belonging the
received data to the class (each algorithm has two classes:
spam and non-spam);

4) the received data passed through the Majority
Algorithm to calculate the spam percentage;

5) the app decides if the user should be marked as
spammer based on the last 3 spam prediction of his
messages;

6) if the user was identified as a spammer he is
blocked.

Conclusions

This research project focused on addressing the
scientific and applied problem of identifying spam within
the textual context of social networking messengers,
specifically utilizing the Kaggle SMS Spam Collection
Dataset and employing chatbots in the popular messenger
Telegram as an example.

The study encompassed the following key
aspects:

1. Recognizing the relevance of spam detection
and examining potential issues arising from spam
interference.

2. Analyzing fundamental spam recognition
methods, namely the naive Bayesian classifier, support
vector method, multilayer perceptron neural network,
and convolutional neural network.

3. Investigating fundamental
detecting spammers.

approaches to
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Fig. 9. The implementation of the spam analyzing and spammer analyzing

4. Developing a program designed to filter spam
and detect spammers within the Telegram messenger.
The program incorporated four implemented algorithms
for spam recognition, along with a proposed complex
majority algorithm. Furthermore, all text traffic was
thoroughly inspected to identify potential spammers.

By addressing these elements, the research project
successfully tackled the scientific and practical
challenge of spam detection within social networking
messengers, using the Kaggle SMS Spam Collection
Dataset and implementing chatbots within Telegram as
a case study.
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JlocitineHHsI 32CTOCYBaHHSA aJIropuTMiB (piIbTpanii cnamMy Ta BUSIBJIEHHSI CllaMepiB y COLaIbHUX Mepeskax Ta MeceH/Kepax
A. O. Ilomopoxusx, H. 0. JTlro6uenko, B. M. Omiiinuk, B. €. Por

AnoTanisa. CporosHi icHye 6arato pi3HHX COLIQIBHUX MEPEXK i MECeHIPKepiB, sKi B YacH MaHjAeMii KOpOHaBipycCy Ta
pociiiceKoi BiffHN B YKpaiHi 3aifMaloTh CIIpaB/ii BEJIMKY YaCTHHY BCHOTO HAIIIOTO JKUTTS, 0coOIMBO B podoti. Kpim Toro, mpobiema
31 CIIaMOM 1 criaMepaMH € SIK HiKOJIM aKTyaJIbHO0, KUTBKICTh CIIaMy B POOOYOMY TEKCTOBOMY TOTOIII MOCTIHHO 301mbmryeTnest. [Tig
CIIaMOM MH PO3yMi€EMO TEKCTOBHI BMICT, SIKHil HE € HEOOXITHUM y KOHKPETHOMY TEKCTOBOMY MOTOLI, Y BUIIAJKY CIIaMepa MaeThCst
Ha yBa3i oco0a, sIka HaJCWIAE CIaM-TIOBIJOMIICHHS y CBOIX IHimsax. CTaTTs mpU3HAYeHa IS BHPINIEHHS HAyKOBO-TIPHKIATHOL
MpoOJIeMHy BUSABIICHHS CIIAMEPiB Ta ieHTH(DIKaIll ClIaM-TIOBIIOMJICHb Y TEKCTOBOMY KOHTEKCTI OyIb-5KOi COMIANBbHOI MEpexi Un
MeCeHDKepa 3 BUKOPHCTAHHSAM PIi3HHMX aJrOPUTMIB BHSBICHHS CIIaMy Ta MiJAXOMIB BHSBICHHsS cramepiB. Mu peanizyBamu 4
AITOPUTMH: AJITOPHUTM, IO BUKOPUCTOBYE HAiBHMII OalleciBCHKMI Kilacu(ikaTop, OMOPHO-BEKTOPHY MalIMHY, 0araToriapoBy
HEHPOHHY Mepexy MepLenTpoHa Ta 3rOpTKOBY HEHpoHHY Mepexy. JlocmimkeHHs Oylo NMPOBEJEHO 3 METOI BIPOBAKEHHS
aNTOPUTMY BUSIBJICHHS CIaMy, SIKMH JIETKO iHTETpyBaTH B MeceHkep (y HaumloMy BHMIaaky M Bukopucranu Telegram sk
npukian). CTBOPEHHH anrOpUTM PO3II3HAE ClIaM Ha OCHOBI KOHTEKCTYy KOHKPETHOTO TEKCTOBOTO IOTOKY, BHAASIE CIIAM-
MOBiJOMJICHHS Ta OJIOKY€ criamepa, JOKH OJIMH i3 MEHEXKepiB IporpamMu He po30JI0Ky€e KOPHCTyBaya-craMepa.

KnaodoBi caoBa: cmaMm; comianbHa Mepeka, HaiBHHH OalfeciBCBKHI KIIacH(iKaTop, OIOPHO-BEKTOPHA MAIINHA;
OararolrapoBa IepceNTpOHHA HEHPOHHA Meperka; 3ropTKOBa HeHpOHHA Mepeska; BUSBIICHHS CIIaMepiB,
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