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THE STRUCTURE OF THE COMPUTER SYSTEM IN THE RESIDUAL CLASSES

Abstract. The subject of the article is the formulation and solution of the inverse problem of optimal redundancy in the
system of residual classes (RNS) based on the use of the dynamic programming method. The solution of this problem
makes it possible to improve the reliability of the operation of computer systems and components (CSC) in the RNS. The
purpose of the article is to increase the reliability of the functioning of CSC, which are built on the basis of the use of
RNS, without reducing the speed of calculations, as well as to calculate and compare the reliability, in terms of the
probability of failure-free operation, of CSC in RNS and a tripled computing system that operates in a positional binary
number system (PNS). Tasks: to analyze the influence of the number system used on the reliability of the CSC, taking into
account the primary and secondary redundancy; to synthesize a computing system in RNS for a I-byte bit grid based on the
use of the passive fault tolerance method (constant structural redundancy); formulate and solve the inverse problem of
optimal redundancy in RNS based on the use of the dynamic programming method; to check the correctness of the results
obtained, calculate the conditional amount of computer system equipment in the residual classes; evaluate the efficiency of
using RNS to improve reliability when building a redundant CSC in relation to a redundant CSC in the PNS. Research
methods: methods of analysis and synthesis of computer systems, number theory, coding theory in RNS, reliability theory.
The following results are obtained. The paper shows that the use of PNS as a humber system does not allow a radical
increase in the performance and reliability of CSC. In this regard, the article developed the concept of using RNS as a
number system for constructing a CSC. Based on this, the inverse problem of optimal redundancy in RNS is formulated
and solved. Conclusions. As shown by the results of calculations and comparative analysis, the use of RNS provides a
higher reliability of the CSC than the majority three-channel computing system in the PNS. The obtained research results
can be used for the synthesis of fault-tolerant computer structures in RNS.
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Introduction

Modern trends in the development of computer
technology cause its widespread introduction into
various spheres of human activity. At the same time,
large volumes of tasks to be solved require an increase
in productivity and ensuring a given level of reliability
of computing systems (CS). In addition, the content and
complexity of such requests outstrip the pace of
increasing power of existing computer systems and
components (CSC) of general and special purpose,
functioning in positional binary number system (PNS).
In this aspect, the main directions of improving
computer systems and components in positional number
system are increasing user productivity and reliability
(primarily reliability) of their functioning [1-3].
Ensuring the presence of a fault tolerance property in a
CS can increase the reliability of its operation.

The fault tolerance property provides an ability to
perform specified computational functions after failures,
both by reducing, within acceptable limits, any
indicators of the functioning quality (for example, by
gradual degradation), and without deteriorating the
functioning quality of computer system. Thus,
considering the above, research in the field of
developing methods for improving fault tolerance in the
process of functioning of computer systems and
components are relevant.

Reserves for increasing the speed of computing in
positional number system are the use of computer
system and components, created on the principle of
problem (algorithm) parallelization at the level of
microoperations. The concept of parallelism has long

attracted the attention of specialists with its potential to
increase the performance of computing systems. The
theoretical, experimental and industrial developments in
this direction have made it possible to substantiate the
basic principles for constructing parallel computing
systems. The prospect of further increasing a computing
power of devices is currently associated with such
systems [5-7].

The main methods that are widely used in the
construction of fault tolerant computing devices and
systems in positional number system are structural
redundancy. There are a large number of different
backup methods, but some of them is characterized by
significant structural redundancy. Even with the
correction of single errors, most often it is necessary to
increase the volume of the computer system equipment
at least three times. Such a high structural redundancy is
explained by the fact that when applying redundancy,
all the specific properties of specific types of computing
systems and components are almost completely ignored
[8-10].

In the modern literature, it is shown, that, firstly,
the use of positional binary number system as the
number system does not allow a radical increasing in
the performance and fault tolerance of computer
systems and components. Secondly, there are results of
basic research and specific technical developments that
show the possibility of significantly increasing the
speed of implementing integer arithmetic operations of
addition, multiplication and subtraction by using a non-
positional number system in residue classes (RNS). This
is achieved through the use of the following properties
of residue system: independence, equality and low bit
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depth of the residues that determine a non-position code
structure (NCS), which allows the following: parallelize
arithmetic calculations at the level of decomposition of
the remainders of numbers; realize spatial diversity of
data elements with the possibility of their subsequent
asynchronous independent processing; perform tabular
execution of arithmetic operations of the basic set and
polynomial functions with a single-cycle sample of the
result of modular operation. The above significantly
improves the computer system and components
performance.

However, the lack of the results of basic research
on the use of systems in a residue classes to increase
fault tolerance hinders the solution of the problem of a
significant increase in the reliability of the operation of
the computer systems and components.

The purpose of the article is to increase the
reliability of the functioning of CSC, which are built on
the basis of the use of non-positional number system in
residue classes, without reducing the speed of
calculations, as well as to calculate and compare the
reliability, in terms of the probability of failure-free
operation, of CSC in RNS and a tripled computing system,
which operates in a positional binary number system.

Problem statement

Suppose that at the design stage it is necessary to
provide the necessary (predetermined) level of
reliability of the computing system. It is possible to
increase (ensure) reliability if the computer system will
have a certain property, the use of which will allow it to
be done. Such a property is defined and called fault
tolerance [11-13]. With respect to the computer system,
the concept of fault tolerance can be understood as the
property of the computer system to ensure its
operational state in case of failures of the elements
included in their composition.

In the definition of the term fault tolerance there
are three main aspects of its use: the fault tolerance
property is laid down by the developers during the
design of the computer system in order to increase its
reliability; at the same time, the necessary level of fault
tolerance is achieved mainly when using redundant
(additional) technical means (introducing artificial
structural and (or) other redundancy) in comparison
with the necessary minimum to perform all the required
functions of the computer system and components in
full; the use of fault-tolerance properties allows to save
the full or partial performance of the computer system;
it is believed that the failure of the elements of the
computer system is not associated with exposure not
provided for by the operating conditions.

In the most cases, developers are interested in the
fact of ensuring fault tolerance only while maintaining
full operability, i.e. without reducing the quality of the
computer system functioning. In the future, when
considering the concept of fault tolerance, we will be
interested only in such option for the operation of
computer systems and components.

To provide the computer system with the fault
tolerance property, at the design stage, it is necessary to
provide not only an introduction and use of artificial

redundancy (AR), i.e. use of various types of
redundancy: structural, informational, functional,
temporary and load, but also to identify and use the
possible natural (“natural” available redundancy)
redundancy (NR). In this regard, the main designer’s
task to ensure the necessary level of fault tolerant
operation is to identify (determine) and use the existing
internal reserves (IR) of computer systems and
components for fault tolerance at the pre-design stage,
due to the number system used and, with this in mind, in
the future, select and apply the necessary reservation
methods (introduction of IR). Accounting and use of
NR will increase the reliability of computer systems and
components.

In [14-16], as applied to computing devices,
particular definitions of primary and secondary
redundancy were introduced. In this aspect, it is
believed that the primary redundancy is due to used
number system in the computer systems and
components. Obviously, secondary redundancy is
redundancy due to the application of traditional backup
methods widely used in various information systems to
improve their individual characteristics. Primary
redundancy for computer system coincides with the
concept of natural redundancy of information
processing systems, and secondary redundancy - with
the concept of artificial redundancy. The need for the
addition and uses of secondary redundancy is due to the
requirements for the characteristics at the design stage
of the computer system. Note that the selected and used
number system significantly affects the following
characteristics: structure (architecture); principles of
information processing (to a greater extent on methods
and algorithms for performing arithmetic operations);
requirements for the use of the new element base;
system and user performance; reliability, survivability,
fault tolerance, operational characteristics and indicators
of computer system, etc.

Quantitatively, a volume Vpg of computer

systems and components equipment due to the presence
of primary redundancy (the presence of redundancy
only due to the used number system) is slightly less than
a volume of equipment Vyg in the presence of natural

redundancy (redundancy due not only to the used
number system). The volume of additional equipment
Ver determined by the presence of secondary

redundancy fully coincides with the volume of
equipment Vg due to the presence of artificial
redundancy. An analysis of the number system
influence on the structure and individual characteristics
of computer system showed that it is completely correct
to assume that Vpg =VpR . In the traditional approach to

the choice of the positional number system base, it is
first necessary to ensure the following condition:

Vpr =min. (1)

However, the fulfillment of the condition (1) is not
always valid when developing computational structures,
when a priori the problem arises of improving some
characteristics of the computer system. It is possible that
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the option of constructing a computer system based on
the fulfillment of condition (1), when solving the
problem of increasing reliability, is not at all advisable.
This feature is clearly manifested when used as number
system, for example, residue number system. It is
known [17-19] that redundant computer system with
residue number system contains (15-20)% more
equipment Vpg than a computer system in a positional

binary number system with the same given bit grid
without taking into account the addition of secondary
redundancy. As preliminary studies have shown, in
order to achieve a given level of fault tolerance of the
computer system in residue classes, 50% less volume of
equipment is required than for system in a positional
binary number system. However, the lack of practical
results of the synthesis of fault-tolerance computer
system in residue classes does not make it possible to
show the efficiency of using the non-position code
structure to increase the reliability of the computer
system functioning without reducing the performance of
solving problems.

Statement and solution of the inverse
problem of optimal redundancy

For the purpose of calculating and comparative
analysis of the operational reliability of the computer
system in positional number system and in residue
classes, we will conduct the synthesis of the fault
tolerant computer system with residue number system.
Let it be necessary to synthesize a computer system in
residue number system for a | - byte bit grid. Obviously,
the results of solving the synthesis problem of computer
system in residue classes will substantially depend on
the type of structural reservation used: constant or
dynamic.

Therefore, it is advisable to separately solve the
synthesis problem in the case of constant or dynamic
structural redundancy.

This article solves the problem of synthesizing the
structure of the CS, based on using the method of
passive  fault tolerance  (permanent  structural
redundancy).

In order to solve the problem of synthesis of
computer system in residue classes in the case of
constant structural redundancy with a loaded reserve
without restoring a failed element, we introduce a
concept of the state vector

X(n)RNS = (X1, X0, y Xj e s Xpy)

of a redundant computer system in residue classes.
In this case, the role of the elements of the
redundant system is played by computing paths (CP) for

each module m;(i =1,n) of the residue number system,
and the values x; =0,1,2,... indicate the multiplicity of

the reservation of a separate CP of computer system in
residue classes by the corresponding module (when the
value of the main CP equals to x; =0 by the module

m;, there are no redundant computing paths). Verbally,
the task of synthesizing computer system in residue

classes is formulated as follows: from the whole set
X(”)RNS of possible values of the state vector, it is

necessary to determine the only reserve composition
vector at which the reliability of the computer system in

residue classes P(Mpys[X Mrns] would reach the

maximum possible value. Obviously, the solution to this
synthesis problem is directly related to the formulation
and solution of the inverse optimal reservation problem
in residue classes.

The inverse problem of optimal reservation in
residue classes is formulated as follows: it is necessary
to determine a vector

‘X(n)RNS :(xlle!"'lxi""’xn)

of reserve composition for which V(')add , at acceptable
costs, the maximum probability of fault tolerant
operation P(M oy [X (Mpys] would be achieved:

P™ ens [X(H)RNS =X Weng (X1:X2,~~-1Xi7~~-)] =

=P o {ﬁ P (t)} — max, (2)

i=1

(V(n)RNS SO )

Mathematically, this problem can be represented
as follows where:

the x; is an its component of the vector X(”)RNS
of the redundant computing system with modulo m; of

residue classes, which numerically characterizes a
number of redundant computing paths connected to the
main (working) computing path for this module (base)
of residue classes;

n is a number of bases m; in residue number

system; Py (t) =1-(1—e %R s g probability

of fault tolerant operation of the redundant system with
modulo m; in residue number system;

Apg is a failure rate of a conventional unit of

equipment of the computer system, assigned to one
binary digit of the bit grid of the computer system;

Qi =[Iogz(mi —l)}+l is a number of binary

digits needed to represent a module (the relative "cost"
of one computing path in absolute value, expressed in

binary digits; a value V(”)O is a set limit on the cost of

the system when solving the inverse optimal reservation
problem in residue number system) [20, 21].

As the computer system in positional number
system, used for comparison with the computer system
in residue classes, we take the majority three-channel
computing system, consisting of three same type |-
discharge computing systems. This is the most widely
used at present to increase the reliability of the
computer system. In this case, without considering the
reliability of the majority part, the amount of equipment
is equal to V.44 =3-8-1 conventional units. We note
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that the probability of fault tolerant operation of a three-
channel computing system in positional number system
(without taking into account the reliability of the
majority part) is equal to

P(I)PNS (l‘) :l—[l—P(I)O (t)]3 )

where P(')O(t) e ¥Rt 5 g probability of the fault

tolerant operation of al- byte computer system in
residue classes.

n
Note that V(Mg =v® 44 —>a; is a difference

i=1
between the permissible costs in positional number
system and the costs necessary to build a fault tolerant

computer system in residue classes (the Vo(n) values of

the permissible restrictions on the creation of a
redundant computer system in residue classes).

To solve the inverse problem (2) of optimal
reservation formulated in the article in residue number
system, a dynamic programming method s
recommended in the literature [6]. The approach using
this method is very flexible for solving problems
associated with multi-stage selection. In addition, the
dynamic programming method due to the fact that the
solutions are recurrence relations is very convenient for
performing numerical calculations on a computer. To
solve the inverse optimal reservation problem, when
using dynamic programming, it is necessary to leave the
main functional equation in the form:

max Py [X0: X0,y Xy X | = maxlﬂlPxi (),
i )
[os >a-x <V, x, =o,1,2,..}.
i=0
We introduce into consideration some function

F,(v (M), index n at which means the dimension of
n

the maximized function H Py (t), and its argument is a
i=0

permissible restriction imposed on the arguments of the

functionV(”)o. In this case, functional equation (3) can

be written as
Fn(\/(n)o) =max P - l:n—l(\/(n)o —ap - Xp),
(Os an ¥ <V, ¥, =012,...}.

In view of the foregoing, a functional equation
giving a recursive solution for the inverse optimal
reservation problem in residue classes will be presented
as follows

= [3~8~I—Z?:1ai}=

=max B, +Foa [V -2y %, |, ©)

(03 a, %, £(3-8~I —Z?zlai), X, =0,1,2,...).

The algorithm for solving the inverse optimal
reservation problem in residue number system is as
follows.

The optimal two-dimensional vectors of the
reserve composition are determined for the first and
second computing path of computer system in residue
classes, corresponding to the modules mqand m, , for

all values of the cost indicator, not exceeding the value
V(”)O .
The optimal three-dimensional reserve

composition vectors for the third computing path are
determined by modulo m5 and the corresponding

vectors (xy,x,) for all values of the cost indicator not

exceeding the value V(”)O . A similar process continues
until the optimal (n—1)— measured vector

X(n)RNS = (%0, X2, 1 Xj 00y X 1)
of the reserve composition and the corresponding
optimal vector for the value of the conditional cost
indicator equal to V(”)o are found.
An optimal value x, is determined, which,
together  with the value of the vector
(x1,%,...,%j,...,X4_1) , gives the optimal solution to the

problem.

Let’s consider an example of solving the inverse
optimal reservation problem in residue classes for a
single-byte (1=1) bit network of computer system.
Redundant computing paths of computer system in
residue classes, in relation to the main (working)
computing path, are in the load reserve, and failed
computing paths are not restored. For the case when
I =1(n=4), the RNS consists of four modules (bases).
Table 1 presents a data for solving the inverse problem
of optimal reservation in residue number system of

various | values of the bit (1=14,8) grids in the

computer system.

For the value | =1, the inverse optimal reservation
problem in residue classes is formulated as follows: it is
necessary to determine a reserve composition vector

X Mans =X P ens = (4, %2, X3, X4)
for which at acceptable costs
v 4 =381=3.8.1=24
of conventional units, and the fault tolerant operation
(probability of fault-tolerance operation)

P s [X @rns] of the computer system in residue

classes would reach the maximum possible value. Note
that the cost of one element of the i— type of the

redundant system (the conditional volume V,, of
computing paths equipment operating by modulo m;) is
determined by the number of binary digits
a; =[log, (m; —1)]+1 required to represent the number
mj .
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Table 1 — Initial data for solving the inverse optimal reservation problem in residue number system (I =1,4,8)

The value The number
of the | - of bases of . n
bit grid of residue Set of bases {m;} of residue number system i=1,n V(')add Zai V(”)O
computer number )
system system
1 4 m=3m,=4mg=5m,=7 24 10 14
2 6 ml:3’m2:4’m3 :5,m4:7,m5 =1l,m6:13, 48 19 29
m =3,my, =4,m3=5m, =7,mg =11,mg =13,
3 8 m; =17,mg =19 72 28 44
=3my, =4,m3=5m, =7,mg =11, mg =13,
4 10 my 2 3 4 5 6 96 37 59
m; =17,mg =19,mg = 23,y = 29
mp =3,my, =4,mz =5my =7,mg =11,mg =13,
8 16 m7 = 17, m8 = 19, mg = 23, mlo = 29, mll = 31, 192 72 120
m12 = 37, ml3 = 41, m14 = 43, m15 = 47, m16 = 53

The indicator of the necessary conditional costs
V(”)O (specified restrictions on the cost of the reserved
system) is defined as the difference between the
allowable costs V(')add in positional number system

n

and the costs » a necessary to build breakeven
i=1

computer system in residue classes, i.e.

n
I
VO =vO 4= a;
i=1
For the value 1 =1, we can write (Table 1) the
following:

v, =14=24-10,

n
where VD 4y =3-8-1=24, Y'a =2+2+3+3=10.
i=1
In order to obtain a solution to the inverse problem
of optimal redundancy in residue number system while
I=1 and conducting a comparative analysis of the
reliability of the computer system in positional number
system and in residue classes, we give an example of
the calculation of reliability (expression (5)).
As initial data, we take, for example, that the value
Apr is equal Agg =0,A[1/hour] , and the given
operating time of the computer system, assigned to one
binary digit of the bit grid of the computer system, is
equal to ty =0,1an hour. In this case, we obtain that

Pe(ty) = 61 =001 = 0,99 is a probability of fault

tolerant operation of the equipment, assigned to one
binary discharge of the bit grid of the computer system.

The probability of failure Pl-(tN)(izl,_4) of one

computing path by modulo m; equal to:
P]_(tN ) — e—dlylFR 1IN — 6—2'0,01 ~ 01 98,
Py(ty) = e 2HFRIN = 2001 40 gg;

P3 (tN ) — e—a3'ﬂFR'tN — 6—3'0,01 ~ 0, 97,

P4 (tN ) — e—a4'ﬂ,FR‘tN — e—2~0,01 ~ 0, 98

Let’s pre-calculate the values of the unreliability
indicator, i.e. we calculate the values of the failure
probability Oy, =1- PXi of each of the four subsystems

of the computer system (computing path) in residue
number system by modulo m; for the number of backup

elements x; not exceeding five. For a large value of the
values of the failure probability ay. =1- PXi exceeding
five, it is impractical to calculate Ay, - since they will

not be used. The results of the calculation of the values
0y are presented in Table 2.

Table 2 — Initial data for solving the optimal reservation
problem for the value 1 =1

Xj Oy, 77 Oy, Oxg Uy,

0 2.1072 2.1072 3107 3-1072

1 4.107 4.107 9-107 9-107

2 8-1078 8-1078 27-107° 27-107°
3 | 16:10° | 16.10°® | 81.107° 81-1078
4 | 3210710 | 32.107%0 | 243.107%0 | 243.10710
5 | 64.107%2 | 64.107% | 72910712 | 729.1071?

In the further calculations of reliability, we use an
approximate expression of the form:

I:)Xi ' I:)Xn—l ~1- By ~Oxpg-

In accordance with the above algorithm for solving
the inverse optimal reservation problem in residue
classes and based on the initial data shown in Tables 1
and 2, for the value | =1 we obtain the desired optimal

vector X(4)RN5:(1,1,1,2) , the wvalue of the it

coordinate of which (i =1,4) is equal to the number of

backup computing paths connected to the operating
computing path for this base m; of the residue classes

(Table 3).
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Table 3 also presents the results of solving the
inverse optimal reservation problem in residue classes

for the values Ij while j=2,3,4,8. In order to verify
the correctness of the results of solving the inverse

optimal reservation problem in residue classes, the
article presents calculated values Vca|c(”)o of the

conditional amount of the equipment of the computer
system in residue classes, presented in Tables 4-8.

Table 3 — The result of solving the optimal reservation problem j=1,2,3,4,8

I (n) XMopr = (X, X901 XjreorrXp) P (t,) P8s (t,) Ky (tyr)
1(4) 1,1,1,2) 0,9983 0,9995 -
2 (6) (1,2,2,1,1,2) 0,9966 0,9963 1,0983
3(8) (1,2,1,1,1,2,2,2) 0,9959 0,9902 2,3809
4 (10) 1,2,1,1,1,1,2,2,2,2) 0,9944 0,9787 3,7973
8 (16) (2,2,2,2,2,2,2,2,2,2,2,2,1,1,1,1) 0,9800 0,9101 4,5101
Table 4 — Data to verify the solution of the inverse optimal reservation problem in residue classes for 1 =1
m; 3 4 5 7 Vearc™o
o; 2 2 3 3 10
Xi 1 1 1 2 _
;- X 2 2 3 6 13
Table 5 — Data to verify the solution of the inverse optimal reservation problem in residue classes for | =2
m; 2 5 7 9 11 13 Veare®o
Q; 1 3 3 4 19
x; 1 2 2 1 1 2 -
;- X 1 6 6 4 29

Table 6 — Data to verify the solution of the inverse optimal reservation problem in the residue classes for 1 =3

®)

m; 3 4 5 7 11 13 17 19 Veaie Vo
o 2 2 3 3 5 28
X; 1 2 1 1 -
O - X; 2 4 3 3 10 10 44
Table 7 — Data to verify the solution of the inverse optimal reservation problem in residue classes for | =4
m; 2 3 5 7 11 13 17 19 23 29 Vealc 40
Q; 1 2 3 3 4 4 37
X 1 2 1 1 -
Q- X 1 4 3 3 4 4 10 10 10 10 59
Table 8 — Data to verify the solution of the inverse optimal reservation problem in residue classes for 1 =8
m; 2 | 3|5 | 7 |11 |13 |17 |19 |23 |29 | 3L |37 | 41 | 43 | 47 | 53 | Vg™
Q; 1 2 3 3 4 5 5 5 5 5 6 6 6 6 6 72
X; 2 2 2 2 -
Q- X 2 4 6 6 10 10 10 10 10 12 6 6 6 6 120

In accordance with the necessary condition

The results of the comparative analysis showed the

Vo <V ™,y of the inverse optimal reservation
problem in residue classes, a comparative analysis of

the initial values V(”)O (Table 1) and the calculated

values Vca|c(”)0 (Table 4-8) was performed.

correctness of the obtained results of solving the inverse
optimal reservation problem in residue classes.

We evaluate an effectiveness of the computer
system in residue classes and in positional number
system as a ratio of the reliability of two redundant
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computing systems. In reliability theory, there is a
criterion for evaluating the effectiveness of redundancy.

This criterion is a coefficient Ky (ty) of
reliability increase, and it is defined as the ratio of the
failure probabilities of two redundant computer systems
at a given operating time ty , i.e.

1-POpys (tN)l
1- PMps (0n)

The coefficient Ky (#y) characterizes the
decrease in the failure probability of the computer
system in residue classes compared to the computer
system in positional number systems.

The results of the calculation of values Ky (¢y)
are summarized in the table 3, which contains the results
of solving the inverse optimal reservation problem in
residue classes for | —byte (I =1,4,8) bit grids.

The results of solving this problem showed that the
use of residue number system for 1>2 provides a
higher value of the probability of fault tolerant operation
P(')RNS (#) than the method of tripling of the computer
system widely used in positional binary number system.

Note that with an increase in the value of the
computer system |- bit grid, the efficiency of using
residue classes increases.

Ky (tn) =

Conclusions

A new concept is proposed to increase the reliability
of the computer system by using the available
redundancy of the number system. The concept assumes
that in the process of designing computer systems and
components, accounting and possibility of using natural
redundancy (account of used number system) and
artificial redundancy (reservation methods) are made.
The basis of these methods is PFT and AFT, which are
based on the joint use of natural and artificial
redundancy. This fact allows to set and solve the problem
of achieving the required level of reliability at the design
stage of the computer system for any applicable number
system. When implementing PFT or AFT, the essence of
which is to identify (determine) a natural redundancy of
the computer system through the use of the applicable
number system. With the combined use of natural and
artificial redundancy, on the basis of well-known
methods for increasing reliability, the maximum value of
the operational reliability of the computer system due to
the total redundancy can be achieved. Note that in residue
number system, primary structural redundancy is
significantly manifested only in the presence of
secondary structural redundancy. As an example of the
use of the proposed concept, the computer system is
considered in residue classes. For this, the inverse
problem of optimal redundancy in residue classes for I-
byte bit grids is formulated and solved.

REFERENCES

1. Kamaraj, A. and Marichamy, P. (2019), “Design of integrated reversible fault-tolerant arithmetic and logic unit”,
Microprocess Microsyst 69, pp. 16-23, doi: https://doi.org/10.1016/j.micpro.2019.05.009.

2. Jain, S. and Gajjar, S. (2023), “Design and Implementation of Fault Tolerance and Diagnosis Technique for Arithmetic Logic
Unit (ALU) in Soft-Core Processor”, Darji, A.D., Joshi, D., Joshi, A., Sheriff, R. (eds) Advances in VLSI and Embedded
Systems. Lecture Notes in Electrical Engineering, vol. 962, Springer, doi: https://doi.org/10.1007/978-981-19-6780-1 10.

3. Krasnobaev, V., Kuznetsov, A., Kiian, A. and Kuznetsova, K. (2021), “Fault Tolerance Computer System Structures
Functioning in Residue Classes”, 11th IEEE International Conference on Intelligent Data Acquisition and Advanced
Computing Systems: Technology and Applications (IDAACS), pp. 471-474, doi: 10.1109/IDAACS53288.2021.9660919.

4. Ankit, K.V., Narasimham, S.M. and Prakash, V. (2015), “Design approach for fault recoverable ALU with improved fault
tolerance”, Int J VLS| Des Commun Syst 6(4), doi: https://doi.org/10.5121/vlsic.2015.6402.

5. Vallero, A. (2016), “Cross-layer system reliability assessment framework for hardware faults”, 2016 IEEE International Test
Conference (ITC), Fort Worth, TX, USA, pp. 1-10, doi: 10.1109/TEST.2016.7805863.

6. Krasnobaev, V., Kuznetsov, A., Popenko, V. and Kuznetsova, T. (2021), “Mathematical Model of the Reliability of a
Computer System which is Functioning in the Residual Class System, Taking into Account the Reliability of Switching
Devices”, IEEE 4th International Conference on Advanced Information and Communication Technologies (AICT), pp. 225-

229, doi: 10.1109/A1CT52120.2021.9628929.

7. Egwutuoha, | P, Levy, D, Selic, B. and Chen, S. (2013), “A survey of fault tolerance mechanisms and checkpoint/restart
implementations for high performance computing systems”, The Journal of Supercomputing, 65(3), pp. 1302-1326, available
at: https://link.springer.com/article/10.1007/s11227-013-0884-0.

8. Krasnobayev, V. A., Koshman, S. A. and Mavrina, M. A. (2014), “A method for increasing the reliability of verification of
data represented in a residue number system”, Cybernetics and Systems Analysis, vol. 50, Issue 6, pp. 969-976, available at:

https://link.springer.com/article/10.1007/s10559-014-9688-3.

9. Bravo-Montes, J.A., Martin-Toledano, A. and Sanchez-Macian, A. (2022), “Design and implementation of efficient QCA

full-adders using fault-tolerant majority gates”,
https://doi.org/10.1007/s11227-021-04247-9

The Journal

of Supercomputing 78, pp.8056-8080, doi:

10. Moroz, S. A. and Krasnobayev, V. A. (2011), “A data verification method in a non-positional residue number system”,
Control, Navigation, and Communication Systems No. 2(18), pp. 134-138.

11. Ahmadpour, S.-S., Mosleh, M. and Heikalabad, S.R. (2020), “An efficient fault-tolerant arithmetic logic unit using a novel
fault-tolerant 5-input majority gate in quantum-dot cellular automata”, Computers & Electrical Engineering, Vol. 82,
106548, doi: https://doi.org/10.1016/j.compeleceng.2020.106548.

12. Krasnobayev, V. A., Kuznetsov, A. A., Koshman, S. A. and Kuznetsova, K. O. (2020), “A method for implementing the
operation of modulo addition of the residues of two numbers in the residue number system”, Cybernetics and Systems
Analysis, Vol. 56, No. 6, pp. 1029-1038, doi: https://doi.org/10.1007/s10559-020-00323-9.

13. Valvano, J. (2017), “Embedded Systems: Real-Time Operating Systems for Arm Cortex M Microcontrollers”, CreateSpace
Independent Publishing Platform, 486 p., available at: https://faculty.uobasrah.edu.ig/uploads/1631127575.pdf.

47


https://doi.org/10.1016/j.micpro.2019.05.009
https://doi.org/10.1007/978-981-19-6780-1_10
https://doi.org/10.5121/vlsic.2015.6402
https://doi.org/10.1007/s10559-020-00323-9

Advanced Information Systems. 2023. Vol. 7, No. 2 ISSN 2522-9052

14. Shahid, M.A. (2021), “Towards resilient method: an exhaustive survey of fault tolerance methods in the cloud computing
environment”, Computer Science Review, Vol. 40, 100398, doi: https://doi.org/10.1016/j.cosrev.2021.100398.

15. Zhang, Y., Mandal, A., Koelbel, C. and Cooper, K. (2009), “Combined fault tolerance and scheduling techniques for
workflow applications on computational grids”, Proceedings of the 9th IEEE/ACM International Symposium on Cluster
Computing and the Grid. CCGRID’09, pp 244-251, doi: https://doi.org/10.1109/CCGRID.2009.59.

16. Pascucci, F. (2023), “Fault Tolerance in Cyber-Physical Systems”, Jajodia, S., Samarati, P., Yung, M. (eds) Encyclopedia of
Cryptography, Security and Privacy. Springer, Berlin, Heidelberg, doi: https://doi.org/10.1007/978-3-642-27739-9 1724-2.

17. Jos¢é Rodrigo, Azambuja, Fernanda, Kastensmidt and Jiirgen, Becker, (2014), Hybrid Fault Tolerance Techniques to Detect
Transient Faults in Embedded Processors. Springer Cham, doi: https://doi.org/10.1007/978-3-319-06340-9.

18. Ozturk, Z., Topcuoglu, H.R. & Kandemir, M.T. (2022), “Studying error propagation on application data structure and
hardware”, The Journal of Supercomputing, 78, pp. 18691-18724, doi: https://doi.org/10.1007/s11227-022-04625-X.

19. Jia, J,, Liu, Y. and Zhang, G. (2023), “Software approaches for resilience of high performance computing systems: a survey”,
Frontiers of Computer Science. Sci. 17, 174105, doi: https://doi.org/10.1007/s11704-022-2096-3.

20. Amiri, Z., Heidari, A. and Navimipour, N.J. (2022), “Resilient and dependability management in distributed environments: a
systematic and comprehensive literature review”, Cluster Computing, doi: https://doi.org/10.1007/s10586-022-03738-5.

21. Thakral, S. and Bansal, D. (2020), “Novel high functionality fault tolerant ALU”, TELKOMNIKA (Telecommunication,
Computing, Electronics and Control) Formal Verification of a Fully IEEE Compliant Floating-Point Unit, Christian Jacobi,
Vol. 18, pp. 234-239, doi: https://doi.org/10.12928/ TELKOMNIKA.v18i1.12645.

Received (Hanxiiinoia) 15.03.2023
Accepted for publication (ITpuitasita no apyky) 17.05.2023

Komman Cepriii OsiekcanapoBuy — JOKTOp TEXHIYHUX HayK, JOLEHT, nmpodecop kadeapu Oe3neku iHGOPMAIIHHUX CHCTEM 1
TEXHOJIOT1H, XapKiBChKUI HalioHATBbHUH yHiBepcuTeT iMeHi B. H. Kapasina, XapkiB, YkpaiHa;
Serhii Koshman — Doctor of Technical Sciences, Assistant Professor, Assistant Professor of Information Systems and
Technologies Security Department, V. N. Karazin Kharkiv National University, Kharkiv, Ukraine;
e-mail: s.koshman@karazin.ua; ORCID ID: http://orcid.org/0000-0001-8934-2274.

KpacHo6aeB BikTop AHaTOJii0OBUY — TOKTOP TEXHIYHUX Hayk, mpodecop, npodecop kadeapu eNEeKTPOHIKH 1 YIPaBISIOUNX
cucreM, XapKiBChbKUI HamioHaIbHUH yHiBepcuTeT iMeHi B. H. Kapasina, Xapkis, Ykpaina;
Victor Krasnobayev — Doctor of Technical Sciences, Professor, Professor of Electronics and Control Systems Department,
V. N. Karazin Kharkiv National University, Kharkiv, Ukraine;
e-mail: v.a.krasnobaev@karazin.ua; ORCID ID: http://orcid.org/0000-0001-5192-9918.

Hikoabcskmii Cepriii bopucoBHY — KaHAWIAT TEXHIYHUX HAyK, IOIEHT, OOIEHT Kadeapu iHpopmatnku KomyHampHOTO
3akiaay "XapkiBcbka r'yMaHITapHO-TIeiaroriyHa akagemis" XapkiBcbkoi o6nacHoi paau, XapkiB, YkpaiHa;
Serhii Nikolsky — Candidate of Technical Sciences, Associate Professor, Associate Professor of Informatics Department,
Municipal establishment «Kharkiv humanitarian-pedagogical academy» of Kharkiv regional council, Kharkiv, Ukraine;
e-mail: s.nikoloss@gmail.com; ORCID ID: http://orcid.org/000-0002-3279-6459.

KoBaabuyk JIMurpo MukoJaiioBn4 — acripanT, XapKiBCbKUii HallioHansHUH yHiBepcutet iM. B. H. Kapasina, Xapkis, Ykpaina;
Dmytro Kovalchuk— PhD student, V. N. Karazin Kharkiv National University, Kharkiv, Ukraine
e-mail: kovalchuk.d.n@ukr.net; ORCID ID: https://orcid.org/0000-0002-8229-836X.

CTpyKTypa KOMI'IOTepHOI CHCTEMH Y 3aJHIIKOBHX KJacax
C. O. Kommas, B. A. KpacHo6aeB, C. b. Hikonbepkuit, [I. M. Koanpuyk

AnoTtanisi. IIpexMeToM CTaTTi € MOCTaHOBKA Ta BUPIIICHHS 3BOPOTHOI 3a/1aui ONTHMAJIbLHOTO PE3EPBYBAHHS B CUCTEMI
sanmuiukoBux kinaciB (C3K) Ha OCHOBI BHKOpPHCTaHHS METOJy IMHAMIYHOTO NPOrpamMyBaHHsS. BUpINIEHHS MOCTaBICHOTO
3aBJIaHHs JIa€ MOXKJIMBICTB MiABUIIUTH HAAIHHICTE poboTH KoMmm'toTepHux cucteM Ta komnoHeHTiB (KCK) y C3K. Metoro cratTi
€ migpumieHHs HafgiiHOCTI QyHKmionyBanHs KCK, ski OyayroThes Ha 6a3i BukopucranHs C3K, 0e3 3HWKEHHS MIBHIKOCTI
004YHCIIeHb, a TaKOXK TPOBEICHHS PO3PaXyHKY Ta MOPIBHSUIFHOTO aHANi3y HAAIHHOCTI, 32 WMOBIPHICTIO 0€3BiAMOBHOI POOOTH,
KCK y C3K Ta TpoiioBaHOi 004MCIIOBAaNbHOI CHCTEMH, fKa (QYHKIIOHY€E y TO3MIiHHIN ABiiikoBii cucremi amcmenns (IICY).
3aBaaHHsA: IPOBECTH aHaJi3 BIUIMBY CHCTEMH YHCIICHHS, 1110 BUKOPHCTOBYEThHCA, Ha HagiifHicTh KCK 3 ypaxyBaHHSM MEpBUHHOT
Ta BTOPUHHOI HAAMIPHOCTI; CHHTe3yBaTH oOuucmoBaabHy cucremy B C3K s |-GaiiToBoi 6GiTOBOI CiTKM Ha OCHOBI
BUKOPHUCTaHHS METOJy IacHUBHOI BiZIMOBOCTIHKOCTI (TIOCTIHHOI CTPYKTypHOI HagMIipHOCTi); COPMYIIOBAaTH Ta BHUPIIIHTH
obOepHeHy 3amady onTuManbHOro pesepByBaHHs B C3K Ha OCHOBI BHKOPHCTaHHS METOAY AMHAMIYHOTO MPOTpaMyBaHHS; VIS
HEepeBIPKH KOPEKTHOCTI OTPUMAHMX Ppe3yJbTATIB MPOBECTH PO3PaXyHOK YMOBHOI KiJIBKOCTI OOJagHaHHs OOYHCIIOBANBHOT
CHUCTEMH Y 3QJIMIIKOBHX KJacax; OUIHUTH edeKkTuBHicTh BUKopucTaHHA C3K i miaBUIIEHHS HamidHOCTI TpH MoOYIOBi
pesepsoBanoi KCK mo BimHomenHio no pesepBoBanoi KCK y IICU. MeToan mOC/TifsKeHHSI: METOIM aHANI3y Ta CHHTE3Y
KOMITTOTEpPHHUX CHCTEM, Teopist dmcen, Teopis koxyBanHs B C3K, teopis HamiiiHocTi. OTpHMaHO Taki pe3yabTaTH. Y po0oTi
nokasato, mo Bukopucranss [ICY, ik CHCTEMH YHCIICHHS, HE J03BOJISIE PAJHKAIBHO MiJBUIINTH POJLYKTHBHICTh 1 HaNiHHICTh
KCK. V¥ 3B's3ky 3 1M y cTaTTi po3pobieHo koHnennito BukopuctaHas C3K, sx cucremy umcnenns mrst nodynosun KCK. Ha
migcTaBi 15010 chopMysIbOBaHA Ta BUPINICHA 3BOPOTHA 3a/adya ONTHMaIbHOTO pe3epByBanHs B C3K. BucHoBkH. Sk mokasanu
pe3yabTaTH PO3PaxyHKIB Ta MOpPiBHsIbHOTO aHamizy BukopuctanHs C3K 3abesmeuye Ginbin Bucoky HamiiHicTe KCK, Hix
Ma)KOpUTapHa TpUKaHajdbHA obuHcimoBanbHa cuctema B [ICY. OTpumaHni pe3yibTaTd HOCTIIKEHh MOKYTh OYTH BHKOPHCTaHi
JUTSL CHHTE3Y BiZIMOBOCTIHKHX KOMITIOTepHUX cTpykTyp y C3K.

KaouoBi caoBa: Hemo3umiiiHa KOJOBa CTPYKTypa; CHCTeMa 3aiHIIKOBHX KIaciB; Mo3uLiiiHa ABiiikoBa cucrema
YHUCIICHHSI; HAJIHHICTh KOMITTOTEPHHUX CHCTEM Ta KOMIIOHEHTIB.
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