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EVALUATION OF SYSTEM CONTROLLED PARAMETERS INFORMATIONAL
IMPORTANCE, TAKING INTO ACCOUNT THE SOURCE DATA INACCURACY

Abstract. The work considers system controlled parameters information value assessing technology in the task of its state
identifying. The purpose of the study is to improve the standard methodology for controlled parameters information value
assessing. The proposed method is based on the controlled parameters value probabilities analysis falling into the subintervals
of the interval of possible values for different states of the system. When the value of the controlled parameter falls into the
left or right boundary subintervals of the compatibility interval for any state of the object, the conclusion about its state is
made taking into account possible errors of the first or second kind in this case. When the controlled parameter value enters
the central subinterval, useful information appears if the corresponding probabilities for the states Hi and H: are differ
significantly. Thus, it is shown that taking into account the probabilities of fuzzy values of the controlled parameter falling
into the compatibility interval for various states of the object significantly increases its informational value.

Keywords: task of system states identifying; information value of the controlled parameters; taking into account the
probabilities of their falling into the intervals of possible values.

Introduction

Problem Statement. Task of object state
identifying is an integral component of technologies for
solving many problems of systems effectiveness
evaluating and their optimal management. Information
base for solving these problems is a set of measurement
results of system controlled parameters values, the
evolution of which is somehow connected with system
state evolution. Special statistical methods are used to
solve the problem of system state identifying. Consider
the essence of the most practically frequently used.

The method of multidimensional discriminant
analysis [1] in the most commonly used case solves the
problem of state identification as follows. It is assumed
that the system can be in one of two states: H; or H,.

To assess the state, a set of controlled parameters
(X, X2,.-.,Xp) is used, each of which is a random
variable with a known mathematical expectation my; , if
the system is in a state Hqy, and my; if the state of the
system is H,, i=12,.., p . In addition, it is assumed
that the matrix of correlation coefficients values between
the parameters K =(Kjyi2), h =12,..,p, i, =12,.., p.

++is known. The initial statistical information about the
controlled parameters is wused to calculate the
discriminant function

p
D(x) =Y ax;, (1)
i=1
the coefficients of which are determined by equation
system solution

p
sti 8 =My —Myg,s=12,.., p. (2)
i=1

The set (ay,ay,..ap) obtained as a result of solving
the equations system (2) is used for calculation

P m 1
GL=D.3My, ¢ = 8My;,C =E(§1+§z)- 3
i=1 i=1
The calculated values C allow to formulate an
identification rule: for a specific set of values of the

controlled parameters x = (x1,X2,..,Xp) the system is in

a state Ha if the value of the discriminant function on this
set satisfies the inequality

m
D(x) =) a;x <C, 4
i=1
and is in a state H, otherwise.

At the same time, as shown in [1,2], the above rule
provides a minimum of error total probability in object
state assessing.

Let's list the obvious disadvantages of the described
technology:

— the method of solving the identification problem
presented by the relations (1)—(4) is simply implemented
if the set of possible states of the system consists of two
states; the task becomes significantly more complicated
if the number of states is more than two;

— the theoretical justification of the method is based
on the hypothesis of controlled parameters values
normality; in real conditions of a small sample of initial
data, this hypothesis cannot be correctly confirmed or
rejected.

In this regard, the application of this method in
practical conditions can lead to gross errors in the
condition identification.

A more reliable procedure for identifying the
system, free from limiting requirements for the
dimension of the problem, is cluster analysis [3, 4].

Let the system be in one of the many
(Hq,H»,..,Hk) possible states at any given time. For

each, for example, k state, a test set of controlled system
parameters values corresponding to this state -
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(Mg, Myo,.., My ) is formed. This setin p —dimensional

coordinates defines a point A, , k=12,..,K .These

points form a set of grouping centers. The clustering
procedure is implemented as follows. Suppose, as a result
of measuring the appropriate values, a set of

X = (X1,X2,.., Xp) values of the controlled parameters is
obtained, defining a specific point in p — dimensional
parameter space. For this point, the distances to each of

the grouping centers are calculated in the selected metric,
for example, Euclidean:

p
Rk =Z(Xi —mki)z,k =12,...K.
i=1

The minimum of these distances determines the
nearest of the grouping centers that define specific states.
For each new measurement of a set of controlled
parameters, the described procedure for attaching this
new point to one of the grouping centers is repeated.
Analysis of the results of a certain set of measurements
allows us to conclude about the possible state of the
system.

If for some reason the position of the grouping
centers is not set a priori, then, using the known
procedures [3,4], the problem of these centers
coordinates calculating is successfully solved.

It is clear that the accuracy of solving the problem
of system state identifying depends significantly on how
much the distribution densities of controlled parameters
random values differ from each other for different states
of the system, that is, on the degree of these parameters
informativeness.

Constructive consideration of the measure of
random values distribution densities proximity of the
controlled parameter for different states of the system is
implemented in the Kullback criterion [5]. For the special
case when the set of system possible states contains only
two states: H; and H, , the Kullback criterion is

constructed as follows. Let ¢(x/H;) and ¢(x/H,;)

be the distribution densities of the controlled parameter
x for these states. Then the criterion values are
calculated by the formula:

@ (x/Hy)

——— =2 dXx. 5
@2 (Xx/Hy) " ©

T= J @ (x/Hy)log

—0

If these distribution densities are Gaussian,then (5) takes
the form:

- (ool m? o)
(mal)_l -exp{—(X—ml)z/(Zalz )} i ©
(V2oa) o |-(x-m 203

The disadvantages of criterion (5) are obvious.
1) Numerical value of criterion (5) is 0 if the
densities of ¢ (x/H;) and ¢,(x/H,) coincide.

Otherwise, measure (5) takes a positive, non-top-
bounded value. At the same time, the calculated value of
measure (5) in each specific case does not contain clear,
easily interpreted information about whether the
controlled parameter is sufficiently informative.

2) A significantly more serious disadvantage of the
Kullback information measure is its asymmetry, that is,
the result of measure calculation depends on the nature

(method) of the densities ¢ (x/H;) and ¢, (x/H;)
entering into the calculation formula (5). At the same

time, the difference in the numerical value of the measure
for the relations

xlog

a= [ on(x1 Hy)log(gn (X! Hy) o (X1 ) .

—00

72 = [ @2 (X/ Ha)log(ep (x/ Hy) oy (x/ Hy))dx.

—00

can be unpredictably large.

These circumstances motivate the consideration and
selection of other options for assessing the degree of
controlled parameters informativeness.

Analysis of known results

In [6], an analysis of alternative methods for
controlled  parameters  informativeness  measure
calculation was carried out and the following simple
method for informativeness evaluation was proposed,
which is implemented as follows. Parameter
informativeness measure is introduced by the ratio:

(@1 (x/ Hy), 0 (1 Hy)) =
)

=1- I \/(pl(x/Hl)goz(x/Hz)dx.
If the densities ¢ (x/H;) and @, (x/H,) are

Gaussian, then
1

T(@_(X/Hl),¢2(X/H2)) =1- T \/_0'1 exp{_

(x=m,)* g
Xexps —~—————| dx=1-
p{ 20'22 '[ 1/27[0'162

24 x2cr22 - 2xmlaz2 - 2xm2012 +

oo _§[<x m) | (x-m)

+ml 02 +m2 ) J}dx 1- _" J_ =55 X exp{
701 02

o0

I ! exp 1 [xza
- 1

o\ 27010 4012 022

O'l +O'2

40'1 0'2

rr‘12022 er2201
0'12 + o)}

2 2

O + My 0oy

x2_ 2y M2 22 1
O'l +O'2

i
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X my 022 +Mmy O'lzj [ml 622 +my 012 ]_{_ mlzazz +m220'1

012 +022

(X—(m1022 +m20’22)/(012 +022))

-

e~ Adx, 8)

012 +022 012 +022

26102/(612 + 022)

-1
where A= (4(012 + 022)012622) (mlzalzazz + m12624 + m22014 + mlzalzazz - ml20_22 - 2m1m20'24612 -

_m22014) == (ml -m, )2/(4(0'12 +022)).

It follows that
0< T(%(X/ Hl),gl)z (X/ H2))<1,

moreover, equality 7 =0 is achieved only if m; =mj,
and at the same time oy = o5.

The introduced measure (7) is symmetric and its
value approaches unity as the discrepancy between
@ (x/Hy) and ¢, (x/H,) increases. The obvious
disadvantage is the computational complexity of relation
(7) in the general case.

In [6], another possible criterion for the
informativeness of the parameters is considered, which is
based on the study of plots areas arising at the
intersection of densities ¢y (x/Hy) and ¢, (x/H,) . At

the same time, the functions are introduced
@12 (X)=min{gy (x/H1), 02 (x/Hp )},

1,2 (x) = max{gy (x/ Hy ), 05 (x/ Hy)}.

Further it is necessary to calculate

*

X

s:(col,z(x)): Jgoz(X/HZ)dx+igol(X/H1)dx, 9)

*

X

§=(¢>l,2(x)): J' @ (x/ Hy)dx+ D‘Egoz(x/ H,)dx, (10)

—0 X

where X~ is the intersection point of the curves

(p_L(X/ Hl) and (pZ(X/ Hz) .

At the same time (9) determines the area of densities
intersection, and (10) is the area of their union. Now the
informativeness measure of the parameter x is given by
the ratio

r=1-S ((D_LZ (X))/Sv((ﬂlyz (X))
The value 7 calculated in accordance with (11) is

also zero if S(g(x))=S(po(x)) . that is, if
@ (x/Hy) =g, (x/Hy), and monotonically approaches

(11)

unity as the area of intersection of the figures
corresponding to ¢ (x/H;) and ¢, (x/H,)

decreases. The computational complexity of criterion
(11) calculation is determined by the complexity of

solving the equation ¢ (x/Hy) =g, (x/H,), which is

numerically possible in the general case. In this regard,
the following is proposed, which naturally follows from
(11), a simple way to assess the informative value of the
indicator. Let, for example, the distribution densities of
the controlled parameter be Gaussian. Select some
sufficiently small number &, for example ¢ =0,05, and

two equations are solved

(\/501)71 .exp{—(x— ml)z/(20'12 )} =g, (12)
(\/E(TZ )_l -exp{—(x - ml)z/(Zalz )} =¢  (13)

Let (a;,by) be the roots of equation (12), and let
(ap,by) be the roots of equation (13). The resulting
situation is shown in Fig. 1.

A

@(x/H) B(x/H,)

a, a, b, b, X

Fig. 1. Distribution densities ¢;(x/H;) and @,(x/H,)

Now, with a sufficiently high probability
determined by the value ¢, it can be assumed that if the

observed value x of the controlled parameter belongs to
an interval x € Iy =[aq,a,], then the system is in a state

Hy,if xel, =[by,by], then the system is in a state H,

,and if x e I35 =[ay,b] then the state of the system can
be Hy or H,.

Thus, the controlled parameter is the more
informative the greater part of the total range of possible
values 1y =[a;,b,] belongs to the certainty interval
I =[ag, 8]y, by] = 1g -1y,

where 1y, is the
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compatibility interval. In this case, the information value
of the parameter is estimated by the value

§=(|0—|1,2)/|o

The measure ¢ is equal to O if the densities
o =(x/Hy) and ¢, =(x/H;,) coincide, that is
l;, =1, and is equal to unity if the compatibility interval
is 13, =0. The proposed measure of informativeness is

free from the disadvantages of the Kullback criterion and
others discussed above, and is easily calculated.

The informativeness of the introduced criterion can
be enhanced by value calculation probabilities of the
controlled parameter falling into the compatibility
interval 1, for the states H; and H, and taking into

account their possible differences.

The general disadvantage of the proposed and all
other known methods for evaluating the informativeness
of parameters is the incomplete accounting of the
uncertainty of the initial data, which manifests itself in
the inaccurate setting of the range of possible values of
the controlled parameter and the inaccuracy of its
measurement. Inaccuracies of the first type are
eliminated with an increase in the volume of statistical
data. The task of accounting for the inaccuracy of
measurements of the controlled parameter was not
considered. In this regard, the purpose of the work is to
develop a methodology for assessing the informativeness
of the controlled parameters of the system, taking into
account the inaccuracy of the initial data regarding their
values.

Method of controlled parameter information
value calculation taking into account the
inaccuracy of their measurements

We will solve the problem under the assumption
that the inaccuracy of the controlled parameters obtained
values is adequately reflected in terms of fuzzy
mathematics by a set of membership functions (L-R)-

such as these values ﬂHl(X) and gy, (x).

We introduce these membership functions of the
fuzzy values of the controlled parameter x for the states

Hy and H, of the system: sy, (X)=<my, a4, 4 >, that

is
0,x<m —oy;
(x=(my—eq))/en .My — g < x<my;
apy (X) =
((my+A)=x)/Brmy <x<my+f;
0,x>my + 4

lqu (X):< mz,az,ﬂz >,that is

O,Xﬁmz—(lz;

(X—(mz—az )/a2 m2—a2<XSm2;
A, (X) =

(M2 +B2)=X)/ 2 Mg <x <My + 3y,

O,X>m2+ﬂ2.

These relations are illustrated in Fig. 2.

A /qu (X)
Hy, (x)

m-a mzl—Ot2 m, n'12

m+p M+ X

Fig. 2. Accessory functions p, (x) and p, (X)

Let us now take into account the inaccuracy of
measuring the values of the controlled parameter x. In
this regard, we introduce:

X — the true value of the controlled parameter,

X —the measured value of the controlled parameter.

Let & be the maximum error of measuring the
parameter value.

Then we will assume that the true value of this
parameter is a fuzzy number given on the interval

[x-5,x+6] with the membership  function

u(x)=<x,8,6 >, thatis

0, X< X-9;

x—(;—é)
(x+5)—x

o
0,Xx>Xx+96.

JX—0 < X< X;
u(x) =

VX< XS X+,

In order to use the introduced membership functions
to calculate the probabilities of the controlled parameter
falling into the compatibility interval, we bring these
functions to the form adopted in probability theory for the
densities of the random variables [7, 8] distribution using
known techniques [9, 10].

To do this, calculate the areas under the curves

corresponding to iy (%), (X)

m1+/31 X 0‘1)
I Ay (X)dx = I —dx+
o M- “
m1+ﬁ1 n
+ j ml Igl —Sla+81ﬁ;
my+f3; my _
_[ Hiy, (X)dx = I X=(m; - a2) X+
o)
my—ap my—ap
My + 2
+ J. —d( 2+ﬂ2) X_82a+52ﬁ
my Po

Let's perform the necessary calculations.
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Sla: r]'}l (ml_al)d 1 ﬁml ml 0!1 M —
mee o 2|m-a m1 @
m (M -a) M-
4 - -m+e)=
061[ > 5 o (my—my +on)
1 2 .2 2\ (M-a)a 21 .
ZZ—(W& - +2men — oy >——= M ——-M+o=—
oq 24} 2 2
sy ] M) x| m1+ﬂlx‘ml+ﬂ1 1 m+p
P A A Im B 2m
_(m+4) (m+A) 1
i B m) - (M ) -mE |y -
A 2B, 2
2 2 2
(2 + 2y + 57— )=y + g -y L= 22
Then 4 )
(X
slzﬂ+ﬁ:M. (14)
2 2 2
The result is quite predictable, since the
corresponding figure s, (x) is a triangle with a height
equal to one and a base o4 + ;. From here the result of
integration (5) can be written: —1 . ' >
S, = 22 +/82 Fi a P2 b
2 2 Fig. 3.1 Option: a<x<a+3
In order to simplify the recording of the following
relations, we introduce: T u(x)
a=(my —ay) — the left boundary of the controlled
parameter true values compatibility interval,
=(my + ) — the right boundary of controlled
parameter true values compatibility interval;
R :(x—(S)— the left boundary of the controlled
parameter true values interval; é i: IID l:l) > X
P, :(x+§) — the right boundary of controlled ' ’
. Fig. 3.2 Option: a+38<x<b-39
parameter true values interval.
Now we formulate the following task: calculate the y
probability of a controlled parameter [a,b] falling into 1(X)
the compatibility interval for states Hq; and H, that is
P(xelyp)=P(xela,h]). (15)
Calculated ratios for  probabilities  (15)
determination are written differently depending on the
position of the observed parameter value in relation to the — R
compatibility interval. é_ 'pl b ;32 X

Possible variants of controlled parameter true
values interval position within the compatibility interval
are shown in Fig. 3.1-3.3.

In this case, the compatibility interval [a,b] is
divided into three subintervals: left boundary — [a,a+ 4],

central — [a+8,b—6], right boundary — [b-6,b].

Fig. 3.3 Option: b—3d<x<b

The corresponding probabilities of hitting the
values of the controlled parameter for the states H; and

H, are calculated by the formulas:
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a+o a+o 2
o_1 15 x=(my-ap) 1 [ x*favs a+s|
e S {ﬂHZ(X)dX_Sz { ap dx_szfli2 a (M, }
(16)
s)° a2
:i{(fﬁ;) _37 _(mz—az)(a+5—a)}: zaz[(2a§+52)_5(m2—a2)};
130 130 (my + ) - 1 a+s x%la+o 1
Pl(l)_s_ { qu(X)dx=Sl J; ﬂl) dx=Slﬂ1 X(m1+ﬂ1)a Sl =Slﬂlx
a7
(a+s)’-a” | 1 2\]__1 27,
{((am)—a)(mﬁﬁl)— . _Zslﬁl[(z(s(m1+ﬁl))—(2a5+a J|- 3 [26(my+ p-a)-22 |
iy 1 x=(m-ay) 1P (mrB)-x 1
Pl(z):— j g (X)dx=— MR Sk 90V x+—j dx =
Sl a+o Sl a+o ! Sl m ﬂl Slal
x2 |my m 1 b-s x%|b-s 1| m? (a+5)2 a o)+ (18
X\l s (Mman)x] YSA (m1+131)m1 Y “Ser| 2 2 —(M-aq)(m-a-5) |+ (18)

. @-L [ (x)dx=— | X2 2702), , 1 bf(mﬁﬁz)—xd _
? 32 a+d ? SZ a+d a2 2 my ﬂz
1K my m, 1 b-5 x2|p-5]_
-@{7“5‘(”‘2‘ Z)Xa+5}%{(m2+ﬂ2)xm2 “Z|m, }
1 2 (a+5) (19)
m
:@I:TZ_T—(mz—az)mz+(m2—a2)(a+5)]+
1 e (06" m? |
+ 7 [(m2+ﬁ2)(b 8)—(mo+ Bo )My 5 + > |
P (3)—i.? (x)dx—iT(mﬁﬁl)_xdx— L ( +,31)xb _ﬁb _
ST R T T | b-s 2|p-5|
(20)
1 b2 (b-5) |
_ﬁ[(ml+ﬂl)(b_b+5)_?+71’
b b 2
®_1 1o (m+B)-x 1 b x|
e _SijﬁﬂHz(x)dx_ssz(s AN I NP N by
(21)

b2 (b-5)°

2

:%[(mz +ﬂ2)(b—b+5)—?+

Discussion of the results obtained

It is shown that the results of calculations using
formulas (16) — (21) contain important information about
the state of the system in a critical situation when the
measured value of the controlled parameter is within the
compatibility interval. Comparison of the results of
probabilities calculations falling into the left boundary
subinterval (ratios (16) - (17)) for different states of the

1 b2 (b-5)
]=%[(m2 +ﬁ2)§_?+T]'

system, into the central subinterval (ratios (18) - (19)) and
the right boundary subinterval (ratios (20) - (21)) are all
the more informative for these states, the more significant
the difference in the numerical values of the
corresponding probabilities. The practical significance of
the proposed technique is especially important if the
compatibility interval for competing diagnoses is a
significant part of the total range of possible values of the
controlled parameter.
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Conclusions

The possibility of increasing the accuracy of
assessing system controlled parameters information
importance in the task of its state identification is
considered.

It is shown that taking into account and analyzing
the probabilities of the values of the controlled
parameters falling into the range of their possible values
common for different states provides significant
additional information about the informational value of
these parameters.
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Oninka indopmaniiinoi BaskIuBOCTI KOHTPOJIbOBAHUX NapaMeTpiB
CHCTEMH 3 yPaXyBaHHAM HeTOYHOCTi BUXIIHMX JaHUX

JI. T. Packin, JI. B. Cyxommus, /1. 1. Cokonos, B. B. Bracenko

AHoTanisi. Y poOOTi pO3rIISTHYTO TEXHOJIOTIIO OIIHKY 1HPOpMaLiifHOI IIIHHOCTI KOHTPOJILOBAaHUX ITapaMeTpiB CHCTEMH B
3anadi ineHTUdikamii i1 crany. MeTa qocTilzkeHHs] — YIOCKOHAJICHHS CTAHAAPTHOI METOMKH OLIHKH iH(POPMALIHHOT HIHHOCTI
KOHTPOJIbOBaHUX TapaMeTpiB. 3alpONOHOBaHHH METOJ 3aCHOBAHMIl Ha aHaji3i MMOBIpHOCTEil NOTpAaIUISHHSA 3HAYECHHS
KOHTPOJIbOBAHOTO TapaMeTpa B MiliHTEpPBAIIM iIHTEPBaTy MOXJIMBHX 3HA4YEHb Pi3HHUX CTaHIB cucTeMH. IIpy nomagaHHi 3HAYECHHS
KOHTPOJIOBAHOT'O MapaMeTpa B JIiBHUiA a00 MmpaBuid rpaHUYHI MiAIHTEPBaAIM IHTEPBaIy CyMICHOCTI [is Oy/ib-IKOTO CTaHy 00'eKTa
BHCHOBOK TIPO HOT0 CTaH POOUTBhCS 3 ypaxyBaHHSM MOMIJIMBHX y [[bOMY BHIAJKy IMOMHJIOK Tepuroro abo apyroro poay. Ilpu
NoMalaHHi 3HAYCHHsI KOHTPOJIBOBAHOT'O ITapaMeTpa ICHTPAITbHIIA i JiIHTepBaT KOpHCHA iH(GOpMaIlis 3'SBISETHCSI, SKIIO BiAMOBIIHI
fimoBipHocTi 1uist cradiB Hi nf Hz icrotHo Bipi3Hst0ThCs. TakuM YHHOM, MOKA3aHO, IO BpaxXyBaHHSA HMOBIpHOCTEH MoMagaHHs
HEYITKUX 3HaueHb KOHTPOJLOBAHOTO MapaMeTpa B iHTepBal CyMICHOCTI AJIS Pi3HHMX CTaHIB 00'€KTa CYTTEBO MiABHIILYE HOroO
iHdopMarifiHy HiHHICTb.

KawuoBi cmoBa: 3apmanHs igeHTHdikawmil cTaHiB cucreMu; iH(opmarmiiiHa HiHHICTP KOHTPOJIbOBAHHX MapaMeTpiB;
BpaxyBaHHs IMOBIpHOCTEH X MOTPAIUITHHS 10 IHTEpBajiB MOXKINBHX 3HAYCHb. .
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