ISSN 2522-9052

CyuacHi iHpopmartiitai cuctemu. 2022. T. 6, Ne 4

Information systems modeling

UDC 004.492.3+681.518

doi: https://doi.org/10.20998/2522-9052.2022.4.02

Hanna Drieieva, Yelyzaveta Meleshko, Oleksandr Drieiev, Volodymyr Mikhav

Central Ukrainian National Technical University, Kropyvnytskyi, Ukraine

COMPUTER SIMULATION MODEL OF A COMPUTER NETWORK
WITH FRACTAL TRAFFIC FOR TESTING ROUTING ALGORITHMS

Awnoramisi. The object of research in this article is simulation modeling of a computer network and the process of traffic
routing. The relevance of the research is due to the importance of ensuring the quality of service in computer networks, in
particular, by necessity reducing the number of lost IP-packets at high traffic intensity values. Determining the routing of
traffic packets is a complex process and is based on various indicators or combinations of indicators. If the routing process
takes place in a dynamic mode, then the complexity of the route calculation increases, in this case, one of the tools for research
and comparison of different routing algorithms can be a computer simulation model of a computer network. The goal of the
work is the development and research of a computer simulation model of a computer network for testing traffic routing
algorithms. The tasks: to develop computer simulation model of a computer network to generate the network structure and
simulate the traffic distribution process with the ability to test different routing algorithms. Research methods: theory of
computer networks, theory of fractal analysis, object-oriented programming, theory of algorithms and data structures, theory
of complex networks, theory of Markov processes. Conclusions. The paper investigated the basic principles of traffic routing
in computer networks. A simulation model of a computer network for testing traffic routing algorithms has been developed.
A method based on the theory of complex networks has been developed to generate the structure of a computer network.
Theory of fractal analysis and Markov processes are used for traffic generation. A series of experiments was conducted on a
developed model to determine how different fractal dimensions of traffic at high traffic intensity values affect the number of
lost packets, and therefore the quality of service. Analyzing the results of the experiment, the following conclusions can be
drawn: the least number of lost packets occurs when the process is random or has weak trends. The fewest lost packets were
at fractal dimension 1.5, i.e., when the process is completely random, there were also few lost packets at fractal dimensions
close to this; persistent and anti-persistent processes (those with memory) cause more packet loss for the same traffic intensity
and maximum number of packets sent from one device per unit of time. Moreover, anti-persistent processes cause
significantly more losses than persistent ones. Thus, when performing traffic routing and finding optimal paths for sending
IP-packets, it can be useful to determine and take into account the fractal dimension of traffic at the entrance of each router
and use it when calculating metrics to determine the best routes.

Keywords: computer simulation model; computer network; routing; fractal dimension; complex networks; network traffic;
quality of service.

emergence of connections between vertices with a large

Introduction number of connections).

In this work, a computer simulation model of a
computer network was created based on the theory of
complex networks, Markov processes and the theory of
fractal analysis. This computer simulation model allows
you to generate the structure of a computer network and
simulate the movement of traffic between network
devices for the purpose of testing routing algorithms.

Complex networks are stochastic networks with a
non-trivial topology, which differ from classical
stochastic networks by the presence of a small number of
nodes with a large number of connections [1, 2]. Most
real-world networks are complex, for example,
computer, transportation, and social networks are
complex.

Complex networks have the following main
properties [1-4]: scalelessness, small network diameter,
high clustering coefficient and high transitivity
coefficient, giant connected component (that is, more
than 80% of the nodes are connected to each other; in our
computer network model, full connectivity is necessary),
there are hierarchical connections, there are complex
cluster formations (cliques, clans, etc.), assortativity (the
emergence of connections between vertices that are
somehow similar to each other, in the narrow sense — the

Network traffic has fractal properties and can be
modeled using fractal dimension and Markov processes
[5]. Therefore, the generation of traffic to reproduce its
fractal properties is based on the theory of Markov
processes, which is often used to model the traffic of
various mass service systems [6-12].

Routing is the process of determining the optimal
route for the passage of information in computer systems
[13, 14]. Each router makes a decision about the direction
of forwarding packets based on the routing table. A
routing table contains a set of rules. Each rule in the set
describes the gateway or interface used by the router to
access a particular network. Routes can be set
administratively (static routes) or calculated using
routing algorithms, based on information about the
topology and state of the network obtained using routing
protocols (dynamic routes).

A routing protocol is a network protocol used by
routers to determine possible data routing routes in a
complex large computer network [13, 14]. Routing
protocols are divided into two types depending on the
types of algorithms on which they are based [13, 14]:
Distance Vector Algorithm (DVA) and Link State
Algorithm (LSA). Examples of Distance Vector
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Algorithms: RIP — Routing Information Protocol; IGRP
- Interior Gateway Routing Protocol (licensed protocol of
Cisco Systems); BGP - Border Gateway Protocol;
AODV. Examples of Link State Algorithms: IS-IS —
Intermediate System to Intermediate System (OSI stack);
OSPF - Open Shortest Path First; NLSP - NetWare Link-
Services Protocol (Novell stack); HSRP and CARP are
gateway reservation protocols in Ethernet networks.
Distance Vector Algorithms (also known as Belman-
Ford algorithms) require each router to forward all or part
of its routing table, but only to its neighbors. Distance
vector algorithms work well only in small networks. In
large networks, they clog communication lines with
intensive service periodic traffic. In large networks, Link
State Algorithms are used. They send only small
adjustments to all network nodes and do not clog
communication channels with service messages. Metrics
used in routing algorithms to find the shortest IP-packet
forwarding path: route length, reliability, delay,
bandwidth, load, communication cost.

The larger and more complex the computer
network, the more requirements are placed on routing
algorithms in order for them to provide the required
quality of service. When researching, improving and
developing routing algorithms, their testing is important.
To test routing algorithms, a computer network of a given
complexity or a computer simulation model must be
available. Both options have their pros and cons, but it
can be safely noted that at the initial stages of
development, a high-quality computer simulation model
will significantly speed up the development process, and
final experiments before practical implementation should
be carried out already on real computer networks.

The purpose of this work is the development and
research of a computer simulation model of a computer
network with fractal traffic for testing routing algorithms.

Main material

The computer network in a developed model is
represented by a fully connected undirected weighted
graph, in which routers are nodes, and network
connections between them are edges. The weight of
edges is the inverse of the bandwidth of the
communication channel. Nodes contain queues in which
received packets are placed before determining the route
of its dispatch and sending it to the next node. Time in a
model is represented by discrete iterations. Routing is
based on an algorithm that must be tested on a model.

The developed model provides two modes of
operation:

1) at each iteration, a random number of traffic
packets with random devices are generated by senders
and receivers and their routing is carried out;

2) on the first iteration, a certain number of traffic
packets with random devices by senders and receivers are
generated once, on all subsequent iterations only their
routing is carried out.

Stages of a developed computer simulation model of
a computer network:

Stage 1. Generation of the computer network
structure (Fig. 1) based on the Barabasi-Albert model
[15].

Stage 2. Checking whether the obtained network
graph is fully connected. If the generated graph is not
fully connected — adding edges between separated graph
parts.

Fig. 1. An example of a structure of a computer network generated in a developed model,
graph visualization is performed using the networkx library

Stage 3. Assigning weights to the edges, which
depends on which vertices they connect — the more ties
the nodes connecting the edge have, the lower the weight
of this edge (and, accordingly, the bigger the bandwidth
of the corresponding communication channel).

Stage 4. Generation of traffic packets for sending. A
random number of packets with random destinations are
sent to each node with some probability. The device that
received the packets puts them in its internal queue.
Traffic is generated with fractal properties [5]. Traffic
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generation is based on the theory of Markov processes,
which is often used to model the traffic of various mass
service systems [6-12].

Stage 5. Testing of routing algorithms. Some routing
algorithm is selected for testing. Traffic packets queued
at network nodes are served using the selected routing
algorithm. The movement of packets on the network is
simulated. If some packet does not have enough space in
the queue of some node, the packet is lost. A model
counts all received and lost packets.

Stage 6. A model termination. Occurs after reaching
a given number of iterations (for example, 1000
iterations), or if a model works in the second mode of
operation, then the stopping condition can also be a state
when all queues are empty and all packets are among
received or lost.

The Markov chain shown in Fig. 2 is used to generate
fractal binary traffic. In this work, a binary time series
was created to simulate network traffic, the persistence
of which is regulated by setting the probabilities of state
change to the opposite 11, 42 (Fig. 2).

Po & P1
A1

Fig. 2. Markov chain for generating fractal binary traffic

This generator is characterized by states 0 or 1, and
the probabilities of being in these states as po= A2/(1 1 +
+ A2) and p1= A2/(A1 + A2), where Ai — are the probabilities
of the corresponding transitions [16]. The traffic intensity
of such a generator will be within [0, 1] and will be equal
to the probability of obtaining the output of the generator
1: p1. The algorithm of operation of such a generator is
shown in Fig. 3.

In a developed model the OSPF routing algorithm,
which is based on link-state technology and uses
Dijkstra's algorithm to find the shortest path, was tested.
The obtained results showed the efficiency and
usefulness of a developed model. In the future, the
authors will test the improvements of this algorithm on a
developed model.

The OSPF routing algorithm belongs to the Link State
Algorithms.

Link State Algorithms

Link State Algorithms (LSA) provide each router
with enough information to construct an accurate
network graph. All routers work based on the same
graphs, which makes the routing process more resilient
to configuration changes. "Broadcast" distribution (that
is, the transmission of a packet to all immediate
neighbors of the router) takes place only when the state
of connections changes, which does not happen so often
in reliable networks. The vertices of the graph are both
routers and the networks connected by them. Service
information distributed over the network consists of a
description of connections of various types: router-
router, router-network. To understand the state of the

communication lines connected to its ports, the router
periodically exchanges short HELLO packets with its

nearest neighbors.
Enter(N, 1)
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Fig. 3. Algorithm for generating fractal binary traffic

Announcements about the state of connections are not
repeated periodically, as in DVA protocols, but are
transmitted only when a change in the state of the
connection has been established using HELLO messages.
As a result, the service traffic generated by LSA
protocols is much less intensive than that of DVA
protocols. Protocols based on the link state algorithm are
the IS-IS (Intermediate System to Intermediate System)
protocols of the OSI stack, OSPF (Open Shortest Path
First of the TCP/IP stack, and the NLSP protocol of the
Novell stack.

Link State Algorithms (also known as algorithms of
“priority of the shortest route”, Dijkstra) direct flows of
routing information to all nodes of the combined
network. Each router sends only the part of the routing
table that defines the state of its own channels.

OSPF Link State Algorithm

The OSPF (Open Shortest Path First) protocol is a
fairly modern implementation of the link state algorithm
and has many features aimed at application in large
heterogeneous networks.

Two stages of building the routing table in OSPF

In OSPF, the routing table construction process is
divided into two major stages. In the first stage, each

13



Advanced Information Systems. 2022. Vol. 6, No. 4

ISSN 2522-9052

router builds a graph of network connections, in which
the vertices of the graph are routers and IP-networks, and
the edges are router interfaces.

For this, all routers exchange with their neighbors the
information about the network graph that they have so
far. This process is similar to the process of distributing
distance vectors to networks in the RIP protocol, but the
information itself is qualitatively different — it is
information about the network topology. Such messages
are called router links advertisement. In addition, when
transmitting topological information, routers do not
modify it, as RIP routers do, but transmit it unchanged.
As a result of propagation of topological information, all
routers of the network have identical information about
the network graph, which is stored in the topological
database of each router.

The second stage consists in finding optimal routes
using the obtained graph. Each router considers itself the
center of the network and searches for the optimal route
to each known network. In each route found in this way,
only one step is remembered - to the next router
according to the principle of one-step routing. The data
about this step gets into the routing table. The task of
finding the optimal path on the graph is quite complex
and time-consuming. In the OSPF protocol, Dijkstra's
iterative algorithm is used to solve it. If several routes
have the same metric to the destination network, then the
routing table remembers the first steps of all these routes.

HELLO route announcements in the OSPF
algorithm

After the initial construction of the routing table, it is
necessary to monitor changes in the state of the network
and make adjustments to the routing table. To control the
state of connections and neighboring routers, OSPF
routers do not use the exchange of a complete routing
table, as RIP routers do not very rationally. Instead, they
transmit special short HELLO messages. If the state of
the network does not change, OSPF routers do not adjust
their routing tables and do not send communication
announcements to their neighbors. If the state of the
connection has changed, then a new announcement is
sent to the nearest neighbors, which applies only to this
connection, which, of course, saves network bandwidth.
After receiving a new announcement about a change in
the state of communication, the router rebuilds the
network graph, again searches for optimal routes (not
necessarily all, but only those affected by this change)
and adjusts its routing table. At the same time, the router
relays the announcement to each of its nearest neighbors
(except the one from which it received the announcement).

With the appearance of a new connection or a new
neighbor, the router learns about it from new HELLO
messages. HELL O messages contain enough information
about the router that sent the message, as well as about
its nearest neighbors, that the router can be uniquely
identified. HELLO messages are sent every 10 seconds
to increase the speed at which routers adapt to changes in
the network. The small volume of these messages enables
such frequent testing of the status of neighbors and
connections with them.

Since routers are among the vertices of the graph,
they must have identifiers.

OSPF metrics and announcements

The OSPF protocol usually uses a metric that takes
into account the bandwidth of networks. In addition, it is
possible to use two other metrics that take into account
the requirements for the quality of service in an IP-packet
- packet transmission delay and network packet
transmission reliability. For each metric, the OSPF
protocol builds a separate routing table. The selection of
the desired table depends on the requirements for the
quality of service of the incoming package.

Routers are connected both to local networks and
directly to each other by global point-to-point channels.

The OSPF protocol advertises two types of
connections: router-to-router and router-to-network. If
point-to-point links are given IP-addresses, they become
additional vertices in the graph, just like LANs. Network
mask information is also transmitted along with the
network IP-address.

After initialization, OSPF routers only know
connections to directly connected networks, just like RIP
routers. They start spreading this information to their
neighbors. Simultaneously, they send HELLO messages
on all their interfaces, so that almost immediately each
router learns the IDs of its nearest neighbors, which
replenishes its topological database with new information
that it learned directly. Next, topological information
begins to spread through the network from neighbor to
neighbor and after some time reaches the most distant
routers. Each connection is characterized by a metric.
The OSPF protocol supports standard for many protocols
(for example, for the Spanning Tree protocol) distance
values for metrics that reflect network performance:
Ethernet — 10 units, Fast Ethernet — 1 unit, T1 channel —
65 units, 56 kbit/s channel — 1785 units etc.

When choosing the optimal path on a graph, a metric
is associated with each edge of the graph, which is added
to the path if this edge is part of it.

The OSPF protocol allows multiple routes to the same
network to be stored in the routing table if they have
equal metrics. If such entries are created in the routing
tables, then the router implements load balancing mode,
sending packets alternately along each of the routes.

OSPF stability

Each entry in the topology database has a lifetime.
Each connection record has a timer associated with it,
which is used to control the lifetime of the record. If any
topological base entry of a router received from another
router becomes out of date, then the router can request a
new copy of it using a special Link-State Request
message of the OSPF protocol, which should receive a
Link-State Update response from the router, which
directly testing the request. To initialize routers and more
reliably synchronize topological databases, routers
periodically exchange all database entries, but this period
is much longer than that of RIP routers.

Since information about a certain connection is
initially generated only by the router that found out the
actual state of this connection by testing with HELLO
messages, and the rest of the routers only relay this
information without conversion, unreliable information
about the reachability of networks, which can appear in
RIP routers, cannot appear in OSPF routers, and outdated
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information is quickly replaced by new information,
since a new message is generated immediately when the
communication state changes.

OSPF networks may have periods of unstable
operation. For example, in the event of a connection
failure, when the information about this has not reached
any router, it continues to send packets to the destination
network, considering this connection to be operational.
However, these periods do not last long, and packets do
not "get stuck™ in routing loops, but are simply discarded
due to the impossibility of transmitting them due to an
inoperable connection.

Disadvantages of the OSPF protocol include its
computational complexity, which rapidly increases with
the increase in the size of the network, that is, the number
of networks, routers and connections between them. To
overcome this drawback, the OSPF protocol introduces
the concept of a network area, which should not be
confused with an autonomous Internet system. Routers
belonging to a certain area build a graph of connections
only for this area, which reduces the size of the network.
Information about connections is not transferred between
areas, and border routers for the areas exchange only
information about the addresses of networks that are in
each of the areas and the distance from the border router
to each network. When transferring packets between
regions, one of the border routers of the region is
selected, namely the one with the shortest distance to the
desired network. This style resembles the RIP style of
operation, but the instability here is eliminated by the fact
that loop connections between areas are prohibited.
When transferring addresses to another area, OSPF
routers aggregate several addresses into one if they detect

a common prefix. Quality of Service (QoS) — the
technology of giving different classes of traffic different
priorities in service. Any prioritization makes sense only
if there is a queue for service. Right here in the queue, an
important IP-packet can go through first based on its
priority. The queue is formed where it is narrow (usually
such places are called "bottle-neck™). QoS is not a
panacea: if the "neck" is too narrow, the physical buffer
of the interface, where all the packets that are going to
leave through this interface, are often overflowed. And
then new packets will be destroyed, even if they are very
important and prioritized. Therefore, if the queue on the
interface exceeds 20% of its maximum size on average
(on cisco routers, the maximum queue size is usually
128-256 packets), there is a reason to think hard about the
network design.

An experiment series was conducted on a developed
model to determine how different fractal dimensions of
traffic at high traffic intensity values affect the number of
lost packets, and therefore the quality of service.

Three computer networks were generated, shown in
Fig. 4 (a-c). There are 20 routers in each of the networks.
The queue length in each router is 128 packets. The
traffic intensity was 0.7. The values of the fractal
dimension were taken as follows: 1.01, 1.25, 1.37, 1.50,
1.75, 1.87 and 1.99. The first operating mode of a model
was used - at each iteration, a random number of traffic
packets with random devices of senders and receivers
generating and their routing is carried out. The number of
lost traffic packets after passing 100 iterations of a model
was calculated. The results of an experiments are
presented in Table 1, where are shown the average values
based on experiments with networks from Fig. 4 (a-c).
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Fig. 4. Structures of computer networks generated for the experiment
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Table 1 — Results of a series of experiments to determine how different fractal dimension

of traffic at its intensity of 0.7 affects the number of lost packets

. Maximum quantity Average amount
Traffic fractal packets to be sent from Average value : .
Ne di - device t lost packet devices with
imension one device to ost packets lost packets
p
unit of time
1 1.01 55 0.00000 0
2 1.01 60 0.00000 0
3 1.01 65 54.7981 11
4 1.01 70 54.8461 11
5 1.01 75 54.8521 11
6 1.01 80 54.8568 11
7 1.01 85 54.8718 11
8 1.01 90 54.8866 11
9 1.25 55 0.00000 0
10 1.25 60 0.00000 0
11 1.25 65 54.7981 11
12 1.25 70 54.8461 11
13 1.25 75 54.8521 11
14 1.25 80 54.8568 11
15 1.25 85 54.8718 11
16 1.25 90 54.8866 11
17 1.37 55 0.00000 0
18 1.37 60 0.00000 0
19 1.37 65 0.00000 0
20 1.37 70 0.00000 0
21 1.37 75 0.00000 0
22 1.37 80 0.00000 0
23 1.37 85 31.2903 7.3
24 1.37 90 98.8170 20
25 1.5 55 0.00000 0
26 1.5 60 0.00000 0
27 1.5 65 0.00000 0
28 1.5 70 0.00000 0
29 1.5 75 0.00000 0
30 1.5 80 0.00000 0
31 1.5 85 52.6565 12
32 1.5 90 98.8946 20
33 1.75 55 0.00000 0
34 1.75 60 0.00000 0
35 1.75 65 0.00000 0
36 1.75 70 0.00000 0
37 1.75 75 15.7478 3.6
38 1.75 80 54.0190 12
39 1.75 85 96.0120 19.6
40 1.75 90 99.3858 20
41 1.87 55 0.00000 0
42 1.87 60 0.00000 0
43 1.87 65 0.00000 0
44 1.87 70 0.00000 0
45 1.87 75 35.7258 8.3
46 1.87 80 92.6598 19.6
47 1.87 85 98.54 00 20
48 1.87 90 99.3523 20
49 1.99 55 0.00000 0
50 1.99 60 0.00000 0
51 1.99 65 94.3441 19
52 1.99 70 94.4190 19
53 1.99 75 92.8931 18.6
54 1.99 80 97.861 0 19.6
55 1.99 85 94.6751 19
56 1.99 90 96.3461 19.3
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The fractal dimension varies in the range (1, 2), and
its value can be interpreted as follows:

— values smaller than 1.5 — the process is persistent,
i.e., maintains its trend, the less the fractal dimension, the
stronger the trend is maintained, the closer to 1.5 — the
more random the process.

—value 1.5 — the process is completely random.

—values greater than 1.5 — the process is anti-
persistent — any trend tends to change to the opposite.

Analyzing the results of the experiment, the following
conclusions can be drawn:

— the least number of lost packets when the process is
random or has weak trends. The least number of packets
were lost at the fractal dimension of 1.5, and there were
also few lost packets at the fractal dimensions of 1.37 and
1.75.

— persistent and anti-persistent processes (those with
memory) cause more packet loss at the same traffic
intensity and maximum number of packets sent from one
device per time unit.

Moreover,  anti-persistent  processes
significantly greater losses than persistent ones.

Thus, when performing traffic routing and finding
optimal paths for sending IP-packets, it can be useful to
determine and take into account the fractal dimension of
traffic at the entrance of each router and use it when
calculating metrics to determine the best routes.

cause

Conclusions

The paper investigated the basic principles of traffic
routing in computer networks. A computer model of a

computer network for testing traffic routing algorithms
has been developed. A method based on the theory of
complex networks has been developed to generate the
structure of a computer network. Theory of fractal
analysis and Markov processes are used for traffic
generation. A series of experiments was conducted on a
developed model to determine how different fractal
dimensions of traffic at high traffic intensity values affect
the number of lost packets, and therefore the quality of
service.

Analyzing the results of the experiment, the
following conclusions can be drawn:

— the least number of lost packets when the process is
random or has weak trends. The least number of packets
were lost at the fractal dimension of 1.5, and there were
also few lost packets at the fractal dimensions of 1.37 and
1.75.

— persistent and anti-persistent processes (those with
memory) cause more packet loss at the same traffic
intensity and maximum number of packets sent from one
device per time unit.

Moreover,  anti-persistent  processes
significantly greater losses than persistent ones.

Thus, when performing traffic routing, it can be
useful to determine and take into account the fractal
dimension of traffic at the entrance of each router and
use it when calculating metrics to determine the best
routes.

This can allow to take into account traffic trends and
unload routers that are too loaded, thereby reducing the
number of lost packets.

cause
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IIporpamua imiTanilina Moze/b KOMII'IOTePHOI Mepexi 3 ppakTanbHUM Tpagikom
JIJISl TECTYBAHHSA AJITOPUTMIB MapIpyTH3amii

I'. M. [Ipeena, €. B. Menemxo, O. M. [Ipees, B. B. Mixas

AHoTanisi. O6’€KTOM BUBUCHHS y CTATTI € iMiTaliliHe MOJETIOBAHHS KOMIT FOTEPHOI MEpesXi Ta MpoLec MapLIpyTHU3alii
Tpadiky. AKTyaJbHICTb OCIHI/DKCHHS 3yMOBIICHA BAXKIMBICTIO 3a0e3MEYCHHS SKOCTI OOCIYroBYBaHHS y KOMI IOTEPHUX
Mepexax, 30KpeMa, 3MEHIICHHIO KibKOCTi BTpaueHux [P-makeriB Npu BHCOKHMX 3HAYCHHSIX IHTEHCHUBHOCTI Tpadiky.
BuznaueHHs1 MapuIpyTy mepenadi naketi Tpadiky € CKJIaAHUM HIPOLEcoM i 0a3yeThCs Ha Pi3HUX IMOKa3HUKax a00 KOMOiHaIIisX
MOKa3HUKIB. SIKIIo mpolec MapumipyTu3auii BiIOyBaeThCsl y OUHAMIYHOMY PEXHMi, TO CKJIAJHICTh PO3PaxXyHKY MapUIPYTY
3pOCTa€, B TAKOMY pa3i OJHHUM 3 IHCTPYMEHTIB JOCIIXKSHHs Ta HOPIBHSAHHS PiI3HUX aITOPUTMIB MApIIPyTU3allii MOXE CTaTH
MporpamMHa iMiTaniiHa MOJeJIb KOMIT FoTepHOI Mepexi. MeTolo poboTu € po3pobka Ta JOCIHIKEHHSI TPOrpaMHoil iMiTawiitHoT
MOJEJi KOMIT'IOTepHOI Mepexi [yl TeCTyBaHHs aJFOPUTMIB Mapuipytu3amii Tpadiky. 3aBOaHHsI: CTBOPHTH MPOTPAMHY
iMiTaniiHy MOJENb KOMIT FOTEPHOI Mepexi IUIsl reHepawii CTPYKTypH Mepexi Ta CUMYJLLIT mpoiecy MOLMMpeHHs Tpadiky 3
MOXITMBICTIO TECTYBAaTH Pi3HI alropuTMH MaplipyTusamii. MeToam MOCHiIKeHb: TEOpis KOMII IOTEPHUX MEpexk, Teopis
(bpakTanpHOro aHajmily, 00’ €KTHO-OPIEHTOBAaHE MPOTpPaMyBaHHs, TEOPis AITOPUTMIB Ta CTPYKTYp HAaHHX, TEOPis CKIAIHUX
MEpEeK, Teopisi MapKiBCbKUX IpoileciB. BucHOBKH. Y po6oTi OyIi0 1OCIIIHKEHO OCHOBHI MIPUHIUITK MapUIPyTU3alii Tpadiky y
KOMIT'IOTEPHUX Mepexax. Po3poOneHo mporpaMHy MoJeidb KOMII'IOTEPHOI Mepexi JuUli TeCTyBaHHS ajJrOpUTMIB
maprtyprusamii Tpadiky. s reHepariii cTpyKTypH KOMIT FOTEPHOI Mepeki po3poOiieHO METOJ] Ha OCHOBI Teopii CKIaIHUX
mepex. [lis renepaii Tpadiky BUKOPHCTAHO TEOPi0 (ppakTaabHOTO aHai3y Ta MapKiBChki npouecu. Ha po3pobneniii Mmoaeni
OyJI0 TIPOBEICHO CEePit0 SKCIIePUMEHTIB Il BU3HAUCHHS sIK pi3Ha (QpakTaibHa PO3MIpHICTH TpadiKy MpHU BUCOKUX 3HAYCHHSIX
IHTEHCHBHOCTI TpadiKy BIUIMBA€E HA KiIbKiCTh BTPAYCHUX IAKETIB, @ OTXKE 1 AKiCTh 0OCIyroByBaHHS. AHANI3yIOYH PE3YJIbTaTH
EKCICPUMEHTY MO)KHA 3pOOUTH HACTYIHI BUCHOBKU: HaMEHIIIE BTPAauYeHHX TaKeTiB, KOJIH IPOLIEC BUITaJKOBUH, 200 Ma€e c1abko
BUpaxkeHi TpeHau. HaliMeHiie BTpaueHuxX makeTiB Oyno mpu QpakTtambHiil po3mipHOCTi 1.5, TOOTO KOJM MpoOIEC MOBHICTIO
BUIAIKOBHH, TAKOXK MajO BTPAuCHUX IaKeTiB Oysno mpu (pakTaJbHUX POMIPHOCTSAX ONM3BKMX 1O JNAaHOI; NMEPCUCTUBHI Ta
aHTUTIEPCUCTHBHI MPOIIeCH (TaKi, 0 MAIOTh [1aM’sITh), BUKIUKAIOTH OiTbIIIe BTPATH MAKETIB MPH Till e iIHTEHCUBHOCTI Tpadiky
Ta MakCUMAJIbHUX KUIBKOCTSX IAKEeTiB Ha BIANpPABKY 3 OJHOTO NPUCTPOIO B OJMHMIIO Yacy. IIpy YoMy aHTHIIEpCHTEHTHI
MPOLIECH BHUKIMKAIOTh 3HAYHO OiNBINI BTPATH, HK MEPCHCTeHTI. TakuM YMHOM MpH BUKOHAHHI MapuipyTusaiii Tpadiky Ta
MOIIYKY ONTHMAlbHUX HULIXiB Ui BiampaBku [P-makeTiB Moke OyTH KOPHUCHHMM BHM3HAYaTH Ta BPaXOBYBaTH (paKTalbHY
PO3MIpHICTD TpadiKy HA BXOJi KOXKHOTO MapIIpyTH3aTOpa Ta BUKOPUCTOBYBATH 1i MPU PO3PAXYHKY METPHUK Ui BU3HAYCHHS
HaWKpaI[X MapHIPYTiB.

Kaw4yoBi ciaoBa: nporpamia iMiTariifHa MoeNb; KOMIT IOTepHa Mepeka; MapiipyTu3anis, (ppakTanbHa PO3MIPHICTb;
CKJIaJIHI Mepexi; MepekeBuil Tpadik; sIKicTh 00CITyrOByBaHHS.
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