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STATIC ALLOCATION METHOD IN A CLOUD ENVIRONMENT
WITH A SERVICE MODEL IAAS

Annotation. Thearticle discusses a method that allows the allocation of the required computing resources for the initial
launch of a virtual host. The method is focused on the functioning of a virtual host in a cloud environment focused on the
service model "Infrastructure as a Service". The subject of research is the methods of static resource allocation in cloud
environments. The object of study is the process of functioning of a virtual host in a cloud environment that provides all
information technology resources for it. The purpose of the study is to develop a method for the static allocation of resources
in the cloud environment, focused on the features of the service model "Infrastructure as a Service". Results: An approach
has been developed for carrying out the decomposition of a cloud computing environment with the IAAS service model.
The analysis of existing methods of static allocation of resources has been carried out. The application of the method of
analysis of hierarchies for this problem is substantiated. A step-by-step algorithm for finding the most acceptable alternative
from the set proposed has been developed. An example of the application of the developed method for initializing a virtual
host in a cloud environment with the IAAS service model is given. Conclusion. The proposed method makes it possible to
rationally use the computing resources of the cloud environment, which uses the "Infrastructure as a Service" service model.
Direction for further research. The development of this direction is the development of a method for dynamic redistribution
of resources in a cloud environment with the IAAS service model.
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Introduction

Cloud computing is getting more popular this year.
Khmarni calculation - the value of the data of the
calculation of the resource through the Internet. With any
obov'yazkovi such characteristics [1]:

self-service for demand, self-sustaining and
changing the calculation of consumption, such as the
server hour, accessibility and data collection, data
collection, which are taken care of, without interfering
with the representative of the postal worker;

universal access to the network, services available
to helpers as soon as data is transferred independently
from the terminal building, which is victorious;

pooling resources, post-employee pooling service
resources for a large number of supporters in a single
pool for dynamic redistribution of capacities between
supporters for the minds of a fast change to drink fatigue;
with this support, control over the main parameters of the
service (for example, obligatory data, security of access);
the actual distribution of resources, which are expected
to be slow, the post-employee (in some situations, the
slow can still be changed with certain physical
parameters, for example, to show the data processing
center due to the geographic proximity);

elasticity, services can be expanded without
additional costs;

consumption accounting, the service provider
automatically calculates consumed resources at a certain
level of abstraction (for example, the amount of data
stored, bandwidth, number of users, number of
transactions); on the basis of these data, he evaluates the
volume of services provided to consumers.

Meeting these requirements significantly affects the
allocation of resources in the cloud infrastructure. In the
scientific literature, there are a lot of methods for
distributing resources in informational and numerical
structures.

In the article [2] the author proposes the random
swap clustering algorithm. However, wines are
essentially efficient in case of congestion for gloomy
infrastructures. When carrying out the optimal
distribution of throughput rates for self-healing (eng.
self-healing) segment of computer storage in [3], the
specifics of cold storage systems are not considered.

The methods proposed by [4] are focused only on
mobile components. In [5], the larger world is insured by
the features of roaming objects, and not by the
characteristics of cloud computing.

In the article [6] one can see the methods and
distribution of resources, which put clocks on another
plan, showing an emphasis on non-penetrating meals.

The articles [7, 8] are directed only to the specifics
of Big Data.

Article [9] is focused only on systems that process
video images. And in [10], the emphasis is only on
specific applications.

However, look at the approaches and methods of
allocation of resources are not taken into account the
particularities of gloomy calculation. It can lead to an
inefficient botched infrastructure, especially the 1AAS
service model.

To this end, this article provides a description of the
method of static allocation of resources in the cloud
environment, focused on the features of the service
model "Infrastructure as a Service".

1. Decomposition of the cloud
computing environment

Developing a method for allocating resources in a
cloud computing environment focused on the service
"Infrastructure as a Service" (laaS) is a multi-stage task.
It consists of two main tasks: initial allocation of
resources; dynamic reallocation of resources.

In this article, we will consider the approach to
solving the first task.
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Given the heterogeneity of the cloud environment, it
is proposed to solve this task in 2 stages:

stage 1: decomposition of the cloud computing
environment into zones, based on the defining features of
the resources provided in each zone;

stage 2: initial static provisioning for all hosts
running in the cloud environment.

At the first stage, the cloud computing environment
is decomposed into zones, based on the defining features
of the resources provided in each zone. Each of the zones
includes servers and storage resources with similar
characteristics.

Consider the mathematical model of the process of
decomposition of the cloud environment S into n zones
using the laaS service model:

s=Jsi. (n]si:@, (1)

where S;j is the i-th zone, which includes resources with
similar characteristics, i.e.

where ny,, njy —are the number of servers and the number
of data storages in the i-th zone of the cloud environment
with the laaS service model, respectively; hy;, j =1,n;, ,
dis, £ =1,hjy —are serversand data storages located in the

i-th zone of the cloud environment with the laaS service
model, respectively.

Each server and each data warehouse will be
characterized by the numerical characteristic-

specification that is the most significant |hij|, |di¢| for this

task, respectively. Then, to implement the process of
decomposition of the cloud environment in accordance
with expression (1), we can introduce two numerical
decreasing, non-uniform in the general case, ordinal
scales (Fig. 1):

Kh =(Kh0,...,Khi,...,Khn),
KhO > Kh]_Z...Z Khi 2.2 Khn;

®)

Kd =(Kd0’---!Kdi"--’Kdn)’

- (4)
Kao = Kgp ... > Kgi >...> Ky,

The constructed scales (3) and (4) allow us to write
down the necessary and sufficient conditions for the
formation of n non-overlapping zones during the
decomposition of a cloud environment with an laaS
service model. To do this, consider a randomly selected

server h with a numerical characteristic-specification |h|
and a data warehouse d with a numerical characteristic-
specification |d| . Then:

(hesi oy <|n<h)&(h=h,=hes,); (5

(dESi <:>di71§|d|<di)&(|d|:dn:>d€Sn)-(6)

Kn

Kno Kn1 Khi Kn(n-1) Knn

Ka

KdO Kd1 Kd,'

b
Fig. 1. Type of scales for servers (a) and data storages (b)

Kain-1) Kan

Expressions (5) and (6) determine the conditions for
performing decomposition (1) and are based on scales (3)
and (4). In turn, these scales are formed by the
administrator of the cloud computing environment, based
on his expert knowledge about the features of the
equipment and its compatibility. Also, the history of
operation of this cloud environment with the laasS service
model can be taken into account.

For example, consider the process of decomposing a
cloud computing environment into 3 zones. The
characteristic-specification for servers determines the
number of CPUs, and for disk storages - the type of disk
array class (DA, determines potential uses). Let the cloud
environment under study be based on the following
computing facilities:

— 2 dual processor servers;

— 2 four-processor servers;

— 3 eight-processor servers;

— 1 sixteen-processor server;

— 2 twenty-four processor servers;

—2 DA HP XP12000 (Hi-End class);

— 1 DA Hitachi USP-V (Hi-End class);

—2 DA IBM DS-4700 (Mid-Range class);

— 3 DA SDS DS-207 (Entry-level class).

Based on a preliminary analysis of user requests, it
is planned to build zones of high (High load zone, HZ),
medium (Medium load zone, MZ) and low (Low load
zone, LZ) load. Based on this, at startup, the virtual host
will be placed in the zone whose resources it will most
likely need, based on the initial characteristics (humber of
CPUs, amount of RAM, amount of storage). For
decomposition, two scales are formed: numerical scale Kp
= (24, 8, 4, 2); quality scale Ky = (Hi-End; Mid-Range,
Entry-level, 0).

The result of the decomposition is clearly shown in
Fig. 2.

2. Choosing a method
for initial allocation of computing resources

When choosing a static resource allocation method,
you should be guided by the characteristic features of the
laaS service model. The analysis of existing resource
allocation methods for multicriteria decision-making
problems, carried out in [11], showed the possibility of
using the mathematical apparatus of the hierarchy
analysis method [12].

The main application of the method is decision
support through the hierarchical composition of the
problem and the rating of alternative solutions. Let us
describe the capabilities of this method [12].
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Fig. 2. An example of decomposin

* The method allows to analyze the problem; at the
same time, the decision-making problem is presented in
the following form of hierarchically ordered
components:

— the main goal (main criterion) of rating possible
solutions,

— several groups (levels) of the same type of
factors, one way or another affecting the rating,

— groups of possible solutions,

- systems of links indicating the mutual influence
of factors and decisions.

» The method allows you to collect data on the
problem. In accordance with the results of hierarchical
decomposition, the decision-making situation model

g a cloud environment into 3 zones

has a cluster structure. The set of possible solutions and
all factors influencing decision priorities are divided
into relatively small groups - clusters. The procedure of
paired comparisons developed in the hierarchy analysis
method makes it possible to determine the priorities of
the objects included in each cluster. For this, the
eigenvector method is used. So, the complex problem
of data collection is broken down into a number of
simpler ones that can be solved for clusters.

The method allows us to evaluate data
inconsistency and minimize it. For this purpose,
matching procedures have been developed in the
hierarchy analysis method. In particular, it is possible to
identify the most conflicting data, which allows you to
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identify the least clear areas of the problem and
organize more careful selective thinking about the
problem.

» The method allows to carry out the synthesis of
the problem of decision making. After the analysis of
the problem has been carried out and data has been
collected for all clusters, the final rating is calculated
using a special algorithm - a set of priorities for
alternative solutions.

The properties of this rating allow for decision
support. For example, the decision with the highest
priority is made. In addition, the method allows you to
build ratings for groups of factors, which allows you to
evaluate the importance of each factor.

* The method allows you to organize a discussion
of the problem, contributes to the achievement of
consensus. The opinions that arise when discussing a
decision problem can themselves be considered as
possible solutions in a given situation. Therefore, the
method of analyzing hierarchies can be applied to
determine the importance of taking into account the
opinion of each participant in the discussion.

» The method allows assessing the importance of
taking into account each decision and the importance of
taking into account each factor that affects the priorities
of decisions. In accordance with the formulation of the
decision-making problem, the priority value is directly
related to the optimality of the solution. Therefore,
decisions with low priorities are rejected as irrelevant.
As noted above, the method allows to evaluate the
priorities of the factors.

Therefore, if at the exclusion of a certain factor the
priorities of solutions change insignificantly, such a
factor can be considered insignificant for the problem
under consideration.

 The method allows assessing the stability of the
decision being made. The decision being made can be
considered justified only if the inaccuracy of the data or
the inaccuracy of the structure of the model of the
decision-making situation do not significantly affect the
rating of alternative decisions.

The advantages of this method in solving the
problem of initial allocation of resources in cloud
computing environments in comparison with other
methods of multicriteria analysis should include [12]:

Lack of general rules for the formation of the
structure of the decision-making model, which allows
to take into account the "human factor" in the
preparation of decision-making. Thus, it is possible to
bring the work of the resource allocation subsystem
closer to the actions of a system administrator, who is
able to take into account the implicit relationships
between various parameters of the functioning of a
cloud computing environment.

* Simplicity of the rating calculation procedure,
which makes it possible to make the decision selection
process as transparent as possible when setting up the
resource allocation subsystem.

* The method provides an opportunity to take into
account the opinion of not one, but several experts,
which makes it possible to obtain a more objective
assessment of the significance of indicators.

* The method provides rich opportunities for
identifying and minimizing contradictions in the source
data, which allows you to effectively operate with a
large number of indicators in the decision-making
process.

* The method not only provides a way to identify
the most preferred solution, but also quantifies the
degree of preference through ratings, reflecting the
natural course of human thinking and giving a more
general approach than the method of logical chains.
This allows us to use the results more fully when we use
them later (for example, if starting a virtual host on a
server that is the best alternative fails).

However, the hierarchy analysis method also has a
number of disadvantages, which are listed below.

* Within the Hierarchy Analysis Method, there is
no means to validate the data. This is an important
drawback, which partly limits the possibilities of
applying the method.

However, when choosing the optimal Hardware
for hosting a virtual host in a cloud environment, in
principle, there can be no objective data due to their
poor formalizability and implicit dependencies. At the
same time, the procedure of paired comparisons for data
collection has practically no worthy alternatives. If the
data collection was carried out with the help of
experienced experts, and there are no significant
inconsistencies in the data, then the quality of such data
is considered satisfactory.

* The method only provides a way to rate the
alternatives, but has no internal means for interpreting
the ratings, ie. It is believed that the person making the
decision, knowing the rating of possible solutions, must,
depending on the situation, draw a conclusion himself.
However, the data obtained is sufficient to make a
decision within the resource allocation subsystem in a
cloud environment with an laaS service model.

Thus, the above shortcomings of the hierarchy
method in the initial allocation of resources for the
problem under consideration are not essential.

Thus, the expediency of using the hierarchy
analysis method for solving the problem of initial
resource allocation in a cloud environment with the 1aaS
service model is substantiated.

3. Methods of resource allocation
in cloud infrastructures

The initial or base allocation of resources for each
running virtual host in a cloud environment with an laaS
service model is performed using a hierarchy analysis
method.

As is known, the Saaty hierarchy analysis method is
successfully used in various fields of science and
technology to solve similar problems [11], however, due
to the peculiarities of the problem being solved, it requires
a number of steps that take into account the specifics of
cloud computing environments with the laaS service
model [53] (Fig. 3).

At the first step, the computing cloud environment is
decomposed into zones in accordance with the approach
described above. Hardware characteristics in each of the
zones are close to each other.
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Fig. 3. Scheme of application of the method
of Saaty hierarchies’ analysis

At the second step, taking into account the
restrictions set for the virtual host (on the number of
processors, memory size, storage resources, etc.), the
most preferable zone is selected for it. The use of zones
allows you to take into account the limitations of the
launched instance in terms of characteristics in order to
choose its location already where there will be enough
resources for the operation of applications running on the
virtual host. In the selected zone, the set of all possible
alternatives for the Hardware that ensures the functioning
of the required virtual host is defined:

A={A,....,Ay}, card A=m. (7

The third step evaluates the quality indicators that
describe the functioning of each Hardware component
included in the selected zone. At this step, for each host
from the zone defined in the previous step, the values of
quality indicators [11] are evaluated, which describe the
functioning of the Hardware.

The complex quality indicator is determined by the
set of considered quality indicators. This set consists of
three subsets, which are groups of key quality indicators
for a cloud environment with an laaS service model:

MP ={P,R,S,C},

where 2—isa subset of particular performance indicators;
R — is a subset of particular reliability indicators; S—is a
subset of particular load indicators; C — is a subset of cost
indicators.

Accordingly, the subset data consists of the
following partial quality indicators:

P={pp.... P} (8)
R={Pns1:- Pz} 9)
S ={Pna+1:+ Pra} (10)
C={Pngs1s--Pn}- (11)

where n — is the total number of partial indicators,
among which nl — is the number of performance
indicators, (n2 - nl) — is the number of reliability
indicators, (n3 - n2) — is the number of load indicators, (n
- n3) —is the number of cost indicators

At the same time, the set of particular quality
indicators that affect the complex quality indicator can be
summarized in 2 groups: deterministic (associated with
equipment configuration) and stochastic (associated with
load and operating time). Some of these indicators, such
as the physical condition of the equipment and the level
of competence of the maintenance personnel, cannnot be
quantified, and therefore are fuzzy and can be represented
as linguistic variables [12].

At the fourth step, to select the most preferred
Hardware for hosting a virtual host, an analysis of
alternatives is performed based on the obtained values of
quality indicators [11]. Each indicator has its own
predetermined weight, determined by an expert for each
zone based on the generalized needs of customers and
available equipment. As a result, the Hardware
composition is selected to host the virtual host, providing
the maximum probability of optimal resource allocation
Ppmax,

Table 1 — Scale of relations (degrees of significance of the parameters of the functioning

of the cloud computing environment)

one action over another (weak significance)

z* Definition Explanation
1 Equal importance Two parameters contribute equally to the achievement of the goal
3 Some predominance of the significance of There are considerations in favor of preferring one of the

parameters, but these considerations are not convincing enough

There are reliable data or logical judgments to show preference for

5 Substantial or strong significance one of the options
7 Obvious or very strong significance Strong evidence in favor of one parameter over another
9 Absolute significance The evidence for favoring one parameter over the other is

overwhelmingly compelling.

Intermediate values between two
neighboring judgments

2,4,6,8

A situation where a compromise solution is needed

* Z - degree of significance
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Consider step by step the algorithm for performing
the analysis of alternatives based on the obtained values
of quality indicators.

Step 4.1. A qualitative scale is preliminarily
determined for pairwise comparison with subsequent
conversion to scores in accordance with Table 1. Pairwise
comparisons are carried out in terms of the dominance of
one element over another.

If the parameter i is assigned one of the non-zero
numbers defined above when compared with the
parameter j, then the opposite value is assigned to the
parameter j when compared with the parameter i.

Step 4.2. We form a square matrix of pairwise
comparisons of all indicators with the size n x n:

Meic =(&j¢),  Gif=1n.

Step 4.3. For each indicator, we form a square

(12)

matrix of pairwise comparisons of all possible
alternatives, i.e. get an array of matrices
M =(nie ), i=Lm; je=Im.  (13)
Step 4.4. We normalize matrices (12), (13)
according to the following scheme:
n —
Méﬂ?”“){%u Zag} Le=Ln; (14)
=1
(norm) i
Mgi™™ = mige [ Do miee |,
pi ij /C_1 ig ' (15)

i=1n; j,=1m.

Step 4.5. From the normalized matrix (14) we form
a weight column-vector of criteria of size (1 x n), finding
the average value for each row of this matrix:

(weight) _ (v \_| S| = /%
Vcrlt (VJ) {;[‘2][ ;ﬂ&g[]/]}* (16)

j=1n.
Step 4.6. From normalized matrices (15), we form a
matrix of weights of alternatives for each criterion

(consisting of weight columns obtained in a similar way)
with the size (m x n):

weight) _ (= \_| S| . /N,
ME =) [fzﬂ{n”f czﬂn'a/ mD an

i=Ln; j=1m.
Step 4.7. Multiplying the resulting matrix (17) by
column (16) according to the rule of matrix
multiplication, we obtain a normalized (by construction)

vector of weights of alternatives of size (1 x m) in terms
of achieving the goal:

ight ight
WA -M gwelg ) 'Vc(r\ﬁelg ) _ (Wj )'

j=1m;

(18)

Wj =1.

M5

1

]

Step 4.8. Then the most acceptable solution from the
point of view of the hierarchy analysis method is the
alternative corresponding to the maximum element of the
vector (18), i.e.

Apr:[Ai|Wi:m?X(Wj)y len_mj (19)

4. Initial boot
of the virtual host

Let's consider the launch of a virtual host in a cloud
environment with an laaS service model using a specific
example.

As an example, consider the cloud computing
environment discussed above, the decomposition result of
which (step 1) is shown in Fig. 2. The main parameters of
the functioning of the computing environment
(expressions (8) - (11)) are described by such values:

P ={Ncpu  NNuct Vepu Vet | (20)
R ={AT i1, Condpy, Servpers, VM |5 (21)
S ={Vram Zcpu + Znet- EM Ny | ; (22)

C= {Crent} . (23)

where Ngpy is the number of CPU;
Npnuel — number of cores in each CPU;
Vepu — clock frequency of the CPU;
Vet — network speed;
AT4,i1 —mean time between failures;

Condy,,, — the degree of the physical state of the

Hardware;
Servpers - the level of competence of personnel for

equipment maintenance;

VM - average speed of access to external
memory;

EM —the amount of available external memory;

Vram — free area of RAM;

ZCPU - CPU Ioad,

Zpet — Network load,

Ny, — number of running instances of virtual

hosts;
Crent — relative cost of monthly rent

To perform step 2, we determine the minimum
hardware requirements to ensure the functioning of the
virtual host:

NCPU >12 X NNUC| 212,
Vepy > 2 GHZ; Ve >1000 Mbps :
ATfail >1000 hour ; (24)
Condy,, 20.95;

Servipers =1.
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As can be seen from the conditions (24), for this
virtual host, it is necessary to select a high performance
zone (High load zone, HZ, Fig. 2).

Table 2 — Server specifications

To perform the third step, let's determine the current
values of indicators for Hardware from the HZ zone
(Table 2, 3).

Performance Reliability Loading
Hardware
Ncpu | Nnwel | Veru Viet ATgait | Condpy | SeMVpers| VRam | Zcpu | Znet | Nun
Server 1 16 12 2 GHz 10° Mbps 10*h 0,96 1 50 % 60 % 30% 5
Server 2 24 16 4 GHz | 5-10° Mbps 10*h 0,96 1 70 % 20% 30 % 2
Server 3 24 20 8 GHz | 810°Mbps | 10°h 0,99 1 60 % 40 % 50 % 3
Table 3 — Disk array specifications Tabnuya 5 — Vector of weights of alternatives
JMcKoBbIii MaccHB VM EM Ne 1 2 3 4 5
XP12000 - 2 11 Gbls 60 % weight
- 0,
USP-V 25 Gb/s 90 % N 6 7 8 9
Conditions (24) are satisfied by any Hardware wzlgeht 0.17 0.08 0.14 0.05

options, so at the output of step 3, 9 alternative options
will be formed (Table 4).

The unit of relative rental cost is the cost of the
cheapest alternative.

Now it is possible to proceed to the analysis of
alternatives (step 4). The qualitative scale for pairwise
comparison with subsequent conversion into points is
determined in accordance with Table. 1.

Matrices of pairwise comparisons are formed for all
indicators and all possible alternatives.

After all the transformations in accordance with (14)
- (18), we obtain the vector of weights of alternatives
(Table 5).

Table 4 — List of alternatives

Ne Hardware Crent
1. Server 1, XP12000 - 1 1

2. Server 1, XP12000 - 2 1.1
3. Server 1, USP-V 15
4. Server 2, XP12000 - 1 1.2
5. Server 2, XP12000 - 2 1.3
6. Server 2, USP-V 1.6
7. Server 3, XP12000 - 1 1.7
8. Server 3, XP12000 - 2 1.8
9. Server 3, USP-V 2.4

Analysis of the results (Table 5) shows that the most
acceptable at the moment for the initial loading of a virtual
host with requirements (23) is alternative 5: Server 2,
XP12000 - 2, the rent is 30% more than the minimum
possible for these requirements.

Analysis of the results (Table 5) shows that the most
acceptable at the moment for the initial loading of a virtual
host with requirements (23) is alternative 5: Server 2,
XP12000 - 2, the rent is 30% more than the minimum
possible for these requirements.

Conclusions

The article proposes a method that allows allocating
the required computing resources for the initial launch of
a virtual host. The method is focused on the functioning
of a virtual host in a cloud environment focused on the
service model "Infrastructure as a Service".

An approach has been developed for carrying out the
decomposition of a cloud computing environment with
the IAAS service model.

The analysis of existing methods of static allocation
of resources has been carried out. The application of the
method of analysis of hierarchies for this problem is
substantiated. A step-by-step algorithm for finding the
most acceptable alternative from the set proposed has
been developed.

An example of the application of the developed
method for initializing a virtual host in a cloud
environment with the IAAS service model is given.

The proposed method makes it possible to rationally
use the computing resources of the cloud environment,
which uses the “Infrastructure as a Service" service
model. Direction for further research. The development of
this direction is the development of a method for dynamic
redistribution of resources in a cloud environment with
the IAAS service model.
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Mertoa cTATHYHOI 0 BUAIIEHHSI pecypciB Y XMapHOMY cepeaoBHUILi
3 MoeJUII0 00¢cIyroByBaHHs 1AAS

L. IO. IlerpoBcbka, I'. A. Kyuyk

AHoTamisi. Y CTarTi po3rsIHYTO METOJ, IO J03BOJISIE BUIUIUTH HEOOXiHI 00YKCITIOBANIbHI PECYPCH TI0YaTKOBOT'O 3aIyCKy
BIpTyaJIbHOTO XOCTa. MeTo/] OpieHTOBaHMi Ha ()YHKIIOHYBaHHs BIPTyalbHOTO XOCTa y CEPEIOBHILI XMap, OPIEHTOBAHOI HA MOJIENb
obcmyroByBanHst «lH(bpacTpykTypa sik cepicy. [IpeaMer AOCTIDKEHHS — METOQM CTATHYHOTO PO3IOALILY PECYpCiB y XMapHHX
cepenoBuiax. O0'€eKT HOCTIKeHHST — mpouec (PyHKIIOHYBAaHHS BipTYaJbHOTO XOCTa y CEPEIOBHILI, L0 3abe3meuye HoMy Bci
iH(popMaliiiHO-TeXHONOTIYHI pecypcd. MeTa [OCHi[DKEHHS — pPO3pOOUTH METOJ CTATUYHOrO BHIUICHHS PECypCiB XMapHOrO
Cepe/oBHUIla, OPIEHTOBaHWI Ha OCOOMMBOCTI mopeni obcimyroByBanHs «lHppacTpykTypa sik cepsicy. OTpuMaHi pe3ylbTaTH.
Po3pobiieHo miaxif o0 AeKOMITO3HIT XMapHOTO 0OUHCITIOBAIBHOTO CepeIoBHINa 3 MoAeIUT0 oOcayroByBanus IAAS. TIpoBeneno
aHaIi3 ICHYIOUYMX METO[IB CTaTHMYHOrO BUUICHHs pecypciB. OOIPYHTOBAHO 3aCTOCYBaHHs U LbOTO 3aBJAHHS METOLY aHaIi3y
iepapxiii. Po3po6iieHo MOKPOKOBHiA aNrOpUTM MOIIYKY HaiOLIbII IPUIHITHOT abTepHATUBY 3 Oe3midi 3ampornoHoBanux. HaBeneHno
MPUKIIA] 3aCTOCYBaHHs pO3POOIEHOr0 METOMy iHimjamizamii BipTyaJbHOrO XOCTa B XMAapHOMY CEPEIOBHINI 3 MOJICILIIO
obcmyroByBanust [AAS. BrcHOBOK. 3amponoHOBaHHI METOJ| TO3BOJSIE PAIiOHATIBHO BUKOPHCTOBYBATH OOYHCIIOBANIbHI PECypcH
XMapHOTO CEpelIoBHIIA, SKE BHUKOPUCTOBYE Mozelnb oOciyroByBaHHS «IHpacTpykTypa sk cepsic». HampsMok momanbumimx
JIOCTIi/KeHb. PO3BUTOK 1OrO HAMpsiIMy — PO3pOOKa METOAY MHHAMIYHOTO MEPEepO3MOJily PecypCiB y XMapHOMY CEpEIOBHII 3
Mozemo obcmyropyBaHHs |AAS.

Kiaw4yoBi ciioBa: XMapHi TeXHOJOTIi, XMapHi pecypcH, METO aHaIi3y iepapxiif, CTaTUYHHIA PO3MOALT PECYPCiB.
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