THE SOFTWARE SECURITY DECISION SUPPORT METHOD DEVELOPMENT

Abstract. The actuality of the power to improve the accuracy of the results was determined in order to make a decision about the process of testing the software security. An analysis of the methods of support for making a decision was carried out. The necessity and feasibility of improving the accuracy of the results was determined in case of further software security inconsistencies in the minds of the fuzziness of input and intermediate data. With this method, on the basis of the mathematical apparatus of fuzzy logic, the method of support for making a decision about the security of software security has been developed. The main feature of this method is the synthesis of an improved method of generating the initial vibration in the process of starting a piece of neural string. Within the framework of the model, the next stages of follow-up are reached. For the mathematical formalization of the process of accepting the decision and designation of the input data, the model of forming the vector in the input data was developed. Depending on this model for shaping the input data, an anonymous sign of potential inconsistencies and undeclared possibilities of the PP is valid until the data of PVS-Studio Analysis Results. To improve the accuracy of the classification of data collected, the method of creating a piece of neural array has been improved, which is modified by the method of generating a sample, which is being developed. This generation method includes three equal generations: generation of the initial vibration, generation of the initial butt and generation of a specific value of the safety characteristic. This made it possible to increase the accuracy of classification and acceptance of the solution by 1.6 times for positive elements in the selection by 1.2 times for negative elements in the selection. To confirm the effectiveness of the development of the method of support for the decision on how to ensure software security, a ROC-analysis was carried out over the course of the above procedures. The results of the experiment confirmed the hypothesis about the efficiency of the divided method of support to make a decision about the security of PZ up to 1.2 times equal to the methods, which are based on the position of discriminant and cluster analysis.
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Problem statement and literature analysis

Studies of the scheme for software vulnerability research and evaluation of the results of mathematical modeling allow to conclude that the data analyzed in the system for confirming potential vulnerabilities is complex [1, 2]. In this case, the summary security indicator of the software the object under study $F_{sec}$, can be represented as a sequence of the following data:

- vector $F_{sec}=(f_1, ..., f_m)$ of initial characteristics of the composition of potential vulnerabilities, and also a list of vulnerabilities and undeclared capabilities, for a complete, comprehensive assessment of the security of the objects under study;

- vector $Y_{spec}=(y_1, ..., y_m)$ of individual indicators representing functions $Q=q(f_i)$, $i=1, ..., m$, of the corresponding initial characteristics and evaluate the object under study using $m$ different criteria;

- function $X(Y_{spec})$, that compares the vector of individual indicators $Y_{spec}=(y_1, ..., y_m)$ with a summary assessment (summary indicator) $X=X(Y_{spec})$, characterizing the object under study in terms of compliance with the stated security requirements.

The assessment is based on the security vector, which combines many characteristics of the composition of potential vulnerabilities, and also a list of vulnerabilities and undeclared features that show the degree of compliance of the software with a certain security criterion and the encoded value of the compliance control level [3, 4]. Based on the features of the chosen mathematical apparatus, the solution of the verification problem must be reduced to solving the following subtasks:

1. Definition of the initial vector $F_{sec}$.

2. Calculation of the classification features of the vector $Y_{spec}$.


The developed method should ensure the formation of correct output signals in the entire space of the composition of potential vulnerabilities, and also a list of vulnerabilities and undeclared capabilities $F_{sec}$.

1. Scheme of a method to support decision making on software security

The software security decision support method can be represented as a combination of three stages: initial data preparation, intellectual processing, and decision making. The sequence of stages is shown schematically in Fig. 1.

At the stage of preparing the initial data, a vector of software security characteristics is formed, which includes the TOP 20 composition of potential vulnerabilities and also a list of vulnerabilities and undeclared capabilities.

At the stage of intellectual processing, the previously obtained vector of characteristics of potential vulnerabilities and also the list of vulnerabilities and undeclared capabilities is processed using an artificial neural network. The result of this processing is the classification vector $Y_{spec}$, on the basis of which the final decision is made on the compliance of the software with security requirements at the third stage.

2. Model for the formation of input data vectors

The initial data for the decision-making method is a set of characteristics of potential vulnerabilities $VI$ and also a list of vulnerabilities and undeclared capabilities $V2$.
The TOP 25 CWE lists provide data on the assessment of the potential danger of software vulnerabilities that change, and are statistically evaluated every year by MITER specialists [5]. These scores are distributed, accompanied by signs of potential vulnerabilities and undeclared features of programming languages distributed across classes.

At the same time, it is advisable to take into account the specifics of the apparatus of neural networks. In particular, to reduce the probability of misclassification, the requirement of linear separability of the input data must be met [6].

Vector $F_{sec}$ contains a union of all signs of potential vulnerabilities and undeclared features, distributed across classes of programming languages. From the statistical data published in the articles by PVS-Studio Analysis Results [7], signs of potential vulnerabilities and undeclared features can be distinguished. Their list is presented in Table 1.

It should be noted that in Table 1, a limited set of features is presented. The full set of features is presented in the MITER reports. The number and essence of features can be updated over time. Presented in Table 1 data correspond to the statistics of 2021.

### Table 1 – List of signs of potential vulnerabilities and undeclared software features according to PVS-Studio Analysis Results

<table>
<thead>
<tr>
<th>№</th>
<th>ID</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>V512</td>
<td>Potential error related to filling, copying or comparing memory buffers</td>
</tr>
<tr>
<td>2</td>
<td>V557</td>
<td>Potentially possible memory access outside the array</td>
</tr>
<tr>
<td>3</td>
<td>V582</td>
<td>Potential error when working with a fixed size container</td>
</tr>
<tr>
<td>4</td>
<td>V645</td>
<td>Potential error related to string concatenation</td>
</tr>
<tr>
<td>5</td>
<td>V3106, V6025</td>
<td>Index out of range</td>
</tr>
<tr>
<td>6</td>
<td>V5610</td>
<td>Potentially corrupted data that can be used to execute a malicious script</td>
</tr>
<tr>
<td>7</td>
<td>V739</td>
<td>EOF constant is compared to a variable of type ‘char’ or ‘unsigned char’</td>
</tr>
<tr>
<td>8</td>
<td>V781</td>
<td>At the beginning, the value of the variable is used as the size or index of the array. And then this value is compared with 0 or with the size of the array.</td>
</tr>
<tr>
<td>9</td>
<td>V1010, V5009</td>
<td>Use of data obtained from outside without prior verification</td>
</tr>
<tr>
<td>10</td>
<td>V1024</td>
<td>Possible use of incorrect data when reading them</td>
</tr>
<tr>
<td>11</td>
<td>V5608</td>
<td>Creation of an SQL command from data received from an external source without prior validation</td>
</tr>
<tr>
<td>12</td>
<td>V623</td>
<td>Possible error when working with a ternary operator ‘?:’</td>
</tr>
<tr>
<td>13</td>
<td>V723</td>
<td>The function returns a pointer to the internal string buffer of the local object</td>
</tr>
<tr>
<td>14</td>
<td>V758</td>
<td>Detection of a link that may become invalid</td>
</tr>
<tr>
<td>15</td>
<td>V774</td>
<td>Using a pointer that points to a freed area of memory</td>
</tr>
<tr>
<td>16</td>
<td>V1017</td>
<td>Detecting the initialization of an instance of a class ‘std::string_view’ temporary object or assignment to an instance of a class ‘std::string_view’ a temporary object</td>
</tr>
<tr>
<td>17</td>
<td>V629</td>
<td>Detection of a potential error in an expression containing a shift operation</td>
</tr>
<tr>
<td>18</td>
<td>V683</td>
<td>Detecting a potential error in a loop</td>
</tr>
<tr>
<td>19</td>
<td>V1028</td>
<td>Detection of suspicious type casting. The result of a binary operation on 32-bit is converted to a 64-bit type</td>
</tr>
<tr>
<td>20</td>
<td>V5305</td>
<td>Detection in the code of data that may be confidential</td>
</tr>
<tr>
<td>21</td>
<td>V3125</td>
<td>Detection of a potential bug that could lead to null reference access</td>
</tr>
</tbody>
</table>

Thus, when conducting a static software analysis, as part of the certification procedure, 20 features can be used, and the result of the initial data preparation stage is a vector $F_{sec}$ containing 20 elements

$$F_{sec} = \{v_1, v_2, \ldots, v_n\}$$

where $n$ - number of evaluated security features.

After the vector of security characteristics of the studied software is formed, it is necessary to evaluate its compliance with the stated requirements on the basis of this vector, i.e. determine which security class it belongs to.

The result of evaluating the security characteristics is the classifier $Y_{spec}$, that includes two elements (3):

- $y_1$ shows the degree of compliance with the stated requirements;
- $y_2$ shows the degree of non-compliance with the stated requirements.

$$Y_{spec} = \{y_1, y_2\}, y_2 \in \{0:1\}.$$ (3)

Vector $F_{sec}$ is an $j$-th prototype (i.e. separate implementation) $m$- dimensional random vector
To estimate the number of neurons in the hidden layer of homogeneous neural networks, you can use the formula for estimating the required number of synaptic weights $L_w$ (in a multilayer network with sigmoidal transfer functions) [9]:

$$L_w = \sum_{i=1}^{N_c} \sum_{j=1}^{N} \left( \sum_{k=1}^{N} \left( \sum_{m=1}^{N} w_{ikm} y_m \right)^2 \right).$$

where $y_1, y_2$ – the values of the elements of the previously calculated compliance classifier for the analyzed software.

The evaluation of the quality of the obtained solutions is proposed to be calculated based on the calculation of the standard deviation (SD) for the sets of positive and negative solutions.

3. Development of a neural network architecture for solving the problem of supporting decision making on software security

After performing one of the important steps - extraction of security features, which is usually performed without a teacher, the second important step is the choice of a reasonably small number of features that concentrate the most significant information about the input (classified) data. Despite the fact that an artificial neural network can independently carry out classification, it is recommended to supplement it with a training scheme with a teacher to improve performance.

It is also recommended that the artificial neural network be able to scale as new security features or sets of security requirements are added. All vector elements $F_{sec}$ must be normalized with respect to the range of possible values of the chosen neuron model. On Fig. 2 a model of an artificial neural network is presented that corresponds to the general scheme of the method for supporting decision making on software security.

![Multilayer perceptron](image)
where \( n \) – размерность входного вектора; \( m \) – dimension of the input vector; \( N \) – number of training sample elements.

Having estimated the required number of weights, we can calculate the number of neurons in the hidden layers. For a neural network with one hidden layer, the calculation is carried out according [10]√

\[
L = \frac{L_w}{n + m}.
\] (9)

The dependence of the number of neurons in the hidden layers of the network on the number of weight connections is shown in Fig. 3.

Fig. 3. Dependence of the number of neurons in the hidden layers of the network on the number of weight connections

It should be noted that the number of neurons in an artificial neural network should not be less than the number of classes, and since the exact number of classes may not be known in advance, the number of neurons is set with a certain margin. "Superfluous" neurons, whose weights will change chaotically during the learning process, can be removed at the end of this process.

4. Improvement of the artificial neural network training method

The conducted studies have shown that one of the most common and proven methods for training neural networks is the method of back propagation of an error. [11]. It is based on calculating the difference between the existing weight of the neural network and the necessary one to obtain the required result on a predetermined set of input signals, which is called training. The backpropagation method is aimed at minimizing the difference between the actual and expected network outputs by changing the weights of synapses.

The main requirement for applying the backpropagation method is the generation of such a set of pairs \((v_p, y_p)\) input and output signals, training an artificial neural network on which will correctly solve the verification problem. At the same time, it is necessary that the artificial neural network has the properties of learning and generalization, and does not go in cycles around training examples.

In general, an artificial neural network training algorithm consists of the following steps:
1. The weights of the artificial neural network are assigned averaged initial values.
2. A training pair is selected \((v_p, y_p)\) from the training set. Vector \(F_{sec}\) is fed to the input of the artificial neural network.
3. The result of the work of an artificial neural network is calculated.
4. The difference between the expected \(G\) and real network output.
5. Artificial neural network weights are adjusted to minimize the error.

The most important stage of training is the stage of forming a training data sample. The correctness of the formed training sample directly affects not only the efficiency of the neural network, but also its key features such as the ability to generalize and learnability.

To optimize the learning process, there are strategies such as determining support vectors and identifying principal components. However, existing approaches do not take into account the influence of the order of examples in the training sample on the final learning outcome [12].

It should also be noted the need to ensure a "dense" distribution of values in the training sample in the zone of the threshold value of the software safety characteristic to minimize the probability of making an incorrect decision in the conditions of a slight deviation of the analyzed characteristic from the safe value. Practical studies have shown that in order to achieve the required quality of training, it is sufficient that the size of the training set \(N\) satisfies the following relation:

\[
N = \mathcal{O}\left(\frac{W}{\varepsilon}\right),
\] (10)

where \(W\) – total number of free parameters (synaptic weights) of the network, \(\varepsilon\) – allowable classification error accuracy, \(\mathcal{O}(\cdot)\) – order of value enclosed in brackets. In accordance with the ratio (8): \(W_{\min} = 37; W_{\max} = 2758\).

Based on relation (10), it is possible to calculate the dependence of the number of elements in the training sample on the required accuracy of work. On Fig. 4 a graph of the dependence of the number of elements in the training sample on the required accuracy of work is presented, under conditions: \(\mathcal{O}(\cdot) = 10, 1\% \leq \varepsilon \leq 23\%\), \(W_{\min} = 37, W_{\text{mid}}=1000, W_{\max} = 2758\).

It should be noted that in order to reduce the number of training examples, it is necessary to choose the optimal values \(G\) and \(\varepsilon\). As can be seen from the graphs in Fig. 4, for the above example, with \(\varepsilon = 9\%\) results take the maximum value.

Based on the above, it follows that the developed teaching method should provide:
- the possibility of scaling;
- minimizing a sufficient number of training examples;
- maximum accuracy in solving the problem of software security classification.
The most important stage of the artificial neural network training method is the stage of generating a set of training examples. The key properties of the artificial neural network depend on the quality of this set. At the same time, it is necessary that the set of training examples correspond to the principles of emphasis and uniformity in the presentation of safety classes.

This generation method includes three levels of generation: generation of a training sample, generation of a training example, and generation of a specific value of a security characteristic. Lots of teaching examples $M_n$ is a set of pairs $V_j, Y_j$.

$$M_n = \{(V_1, Y_1), \ldots, (V_n, Y_n)\}, \quad i = 1, 2, \ldots, n,$$

where $V_j$ – source data vector, a $Y_j$ – known beforehand result of the work of an artificial neural network for $V_j$.

At the level of generating a set of examples, the general requirements for the training sample are taken into account. First of all, determining its scope, ensuring that all levels of control are equally represented, and also controlling the equal presentation of positive and negative examples. The generation of the value of a particular training example is determined by the function $F_i()$, whose arguments are: the maximum value of the characteristic, the number of the generated characteristic, the level of control, and a variable indicating the positiveness of the example.

The output of the example generation is a vector, the first four elements of which indicate the level of security control, the last element is the required result, and the remaining elements are the values of the software characteristics. The $Fgen(Si, Cnt)$ function is responsible for generating the characteristic values. The function is formed on the basis of the binomial distribution law, which allows you to focus the attention of the artificial neural network on the region of the transition value of the characteristic:

$$Fgen(Vi) = P\{Y_{spec} \leq Vi\} = \sum_{k=0}^{[Vi]} \binom{c}{k} \cdot p^k \cdot q^{c-k}, \quad Vi \in \{0; 1\}.$$  

In addition, the feasibility of generating the correct value of the characteristic is determined using the accounting matrix - $M$, which signals the level of security control. If the value of the matrix element is 1, then the characteristic must be generated correctly, and the value 0 indicates that the value of this characteristic is not taken into account for this control level and this characteristic can be neglected in this example.

The matrix taking into account the characteristics is compiled in accordance with the requirements of regulatory documents. This example is based on the requirements of a non-profit organization MITRE Corporation. To test the effectiveness and feasibility of using the improved method for generating training examples, experimental studies were carried out using the principles of uniform distribution of training examples over the entire set of options, and also focusing on the improved method. The number of training examples in the sample was taken equal to 4000.

The result of the generation is a matrix of training examples $Mx$ containing $N$ training examples and $N$ results. The matrix determines the values of the two resulting neurons for each training example. As a result, two sets containing 4000 training examples were obtained. The results of comparative studies of the improved generation method are presented in Table 2.

### Table 2 – Comparative studies of an improved method for generating a set of training examples

<table>
<thead>
<tr>
<th></th>
<th>MxGen</th>
<th>Gen_teach</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of elements</td>
<td>4000</td>
<td>4000</td>
</tr>
<tr>
<td>Number of correct decisions</td>
<td>640</td>
<td>991</td>
</tr>
<tr>
<td>% correct decisions</td>
<td>64</td>
<td>99.1</td>
</tr>
<tr>
<td>Number of correct decisions</td>
<td>3240</td>
<td>3987</td>
</tr>
<tr>
<td>% correct decisions</td>
<td>81.8</td>
<td>99.8</td>
</tr>
</tbody>
</table>

As can be seen from the values of the experimental results, the accuracy of classification and decision making increased by 1.6 times for positive elements in the sample and by 1.2 times for negative elements in the sample.

### 5. Investigation of the effectiveness of the decision support method for software security

To study the effectiveness of the proposed method for supporting decision making on software security, software was developed using the built-in libraries of the Phyton programming language [13]. This software made it possible to simulate the processes of functioning of an artificial neural network with training on relevant examples. A number of test values were generated. 1000 sets of security indicators with a predetermined result, as well as 500 - not corresponding. The values of this set were fed to the input of the trained artificial neural network, and the result obtained was compared with the known one. According to the results of the experiment, the results obtained were more than 96% consistent with the expected. The results of the experiment are presented in the form of graphs of ROC-curves of the distribution of the obtained results by solutions [14] in Fig. 5. To conduct a comparative analysis of the developed method, classifiers based on discriminant and cluster analysis are taken as reference solutions. Fig. 6 shows graphs of the ROC distribution curves of the results obtained using discriminant (Fig. 6, a) and cluster (Fig. 6, b) analysis.
The analysis of the classification ROC curve based on the fuzzy cluster classifier (Fig. 6, b) was performed only for two classes, since the procedure for constructing an ROC curve for a larger number is possible to increase the accuracy of classification and decision making by 1.6 times for positive elements in the sample and by 1.2 times for negative elements in the sample.

## Conclusions

1. A method has been developed to support decision-making on software security. A distinctive feature of the method is the synthesis of an improved method for generating a training sample in the process of training an artificial neural network. This made it possible to increase the efficiency of the software security decision support method up to 1.2 times.

2. In the course of the study, a model for the formation of input data vectors was developed. In accordance with this model, for the formation of input data, a set of signs of potential vulnerabilities and undeclared software capabilities is formed in accordance with the data PVS-Studio Analysis Results.

3. It was proposed to take a multilayer perceptron as a basis for the design of the neural network architecture for solving the problem of supporting decision-making about software security.

4. Artificial neural network training method that is different the way of generating the learning sample has been improved. This generation method included three levels of generation: generation of a training sample, generation of a training example, and generation of a specific value of a security characteristic. This made it possible to increase the accuracy of classification and decision making by 1.6 times for positive elements in the sample.

5. Using ROC-analysis procedures, the effectiveness of the method for supporting decision-making on software security was carried out. The results of the experiment confirmed the hypothesis about the effectiveness of the developed method for supporting decision-making on software security up to 1.2 times compared to methods based on the provisions of discriminant and cluster analysis.

## References


5. (2022), *CWE List Version 4.1*, available to: [https://cwe.mitre.org/data/](https://cwe.mitre.org/data/)


Розробка методу підтримки прийняття рішення про безпеку програмного забезпечення

Чжан Ліцян, Н. Н. Мирошніченко

Анотація. Определяет актуальность вопроса повышения точности результатов принятия решения процесса тестирования безопасности программного обеспечения. Проведен анализ методов поддержки принятия решения. Определены необходимость и возможность повышения точности результатов принятия решения при исследовании уязвимостей программного обеспечения в условиях нечеткости входных и промежуточных данных. С этой целью на основе математического аппарата нечеткой логики разработан метод поддержки принятия решения о безопасности программного обеспечения. Ограниченной особенностью данного метода является синтез усовершенствованного способа генерации навычной выборки и подтверждения эффективности разработанного метода с помощью ROC-анализа с вкладом вносимых векторов векторов входных данных. Результаты эксперимента подтверждают гипотезу об эффективности разработанного метода поддержки принятия решения о безопасности ПО в 2 раза по сравнению с методами, в основе которых используются положения дискриминантного и кластерного анализа.

Ключевые слова: уязвимость программного обеспечения; тестирование безопасности; поддержка принятия решения; нечеткість логіки; кіберугроза.