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ANALYSIS OF THE SOUND EVENT DETECTION METHODS AND SYSTEMS

Abstract. Detection and recognition of loud sounds and characteristic noises can significantly increase the level of
safety and ensure timely response to various emergency situations. Audio event detection is the first step in recognizing
audio signals in a continuous audio input stream. This article presents a number of problems that are associated with the
development of sound event detection systems, such as the deviation for each environment and each sound category,
overlapping audio events, unreliable training data, etc. Both methods for detecting monophonic impulsive audio event
and polyphonic sound event detection methods which are used in the state-of-the-art sound event detection systems are
presented. Such systems are presented in Detection and Classification of Acoustic Scenes and Events (DCASE) chal-
lenges and workshops, which take place every year. Beside a majority of works focusing on the improving overall per-
formance in terms of accuracy many other aspects have also been studied. Several systems presented at DCASE 2021
task 4 were considered, and based on their analysis, there was a conclusion about possible future for sound event detec-
tion systems. Also the actual directions in the development of modern audio analytics systems are presented, including
the study and use of various architectures of neural networks, the use of several data augmentation techniques, such as
universal sound separation, etc.

Keywords: sound event detection; sound event recognition; monophonic sounds; polyphonic sounds; standard deviation;

median filter; dynamic threshold; sound separation.

Introduction

Various illegal actions of people, man-made acci-
dents or natural disasters are most often preceded or
accompanied by loud sounds and characteristic noises.
Detection and recognition of such sounds can signifi-
cantly improve safety and ensure timely response to
such emergencies.

Sound event detection has become an active area
of research in recent years. The main reason for this is
the holding of DCASE Workshop and DCASE Chal-
lenge during the last years. So far, beside a majority of
works focusing on the improving overall performance in
terms of accuracy many other aspects have also been
studied.

The process of recognizing an audio signal can be
generally described by the sequential execution of sev-
eral steps, namely, detecting the audio event in the in-
coming data stream, obtaining information about the
distinctive features of the initial audio signal (feature
extraction) and classifying the resulting features [1].
The audio signal recognition process is shown in Fig. 1.
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Fig. 1. The process of recognizing an audio signal

The detection task is usually much more difficult
than the classification task [2]. This is primarily due to
the fact that the detection task must distinguish not only
the categories of events, but also the target categories of
events from rich background sounds. Also, during clas-
sification, there is access to the global context of events,
while in the detection task this context must first be
determined, usually using unreliable local features of
the audio signal.

In turn, in complex systems for detecting audio
events can be used a verification of detected audio
events [2]. The verification system is used to reduce the
risk of an unknown audio event occurring during the
classification step. After detecting an audio event, the
system has access to the estimated limits of the detected
event, has access to its global context, and can calculate
its global features and perform verification. As a result
of this approach, the inconsistency between the training
and testing data is reduced, which leads to an improve-
ment in the performance of the classifier. When using
verification, the number of false positives is also re-
duced, since the correspondence between detection
labels and classification labels is checked. The audio
event detection process is shown in Fig. 2.
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Fig. 2. The process of detection an audio signal
with the verification step

Most often, systems for automatic detection and
recognition of audio events are developed for specific
tasks and environments [3]. There are a number of prob-
lems when using a multi-environment system and a
large set of event categories. The deviation for each
environment and category makes it difficult to automat-
ically recognize audio event. Additionally, this task is
complicated by the presence of overlapping audio
events. Such audio events are called polyphonic. An
example of polyphonic audio pods is shown in Fig. 3.
Despite the fact that in real life predominantly occur
polyphonic audio events, methods for detecting mono-
phonic audio events have the right to exist, for example,
in security systems for detecting gunshots.

One of the main problems of methods for detecting
and classifying sound events is the problem of training
data [4].
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Fig. 3. Polyphonic audio events

To ensure high detection and classification accura-
cy, it is necessary to use a data set consisting of strictly
labeled soundscapes containing time stamps for the
beginning and the end of an audio event. However, such
strict labeling of a sufficiently large data set is challeng-
ing, and annotations with such labels are highly likely to
contain human errors and inconsistencies, especially
given the ambiguity in the perception of the start and the
end of some sound events. One of the solutions to this
problem can be the artificial creation of soundscapes,
and their designation with strict labeling [4,5]. But this
can lead to a mismatch between the artificial data for
training and the recorded live data that is used during
the solution, which, in turn, can lead to classifier failure.
Another solution to this problem can be the use of
weakly labeled data that does not contain timestamps,
but has information only about the presence of an event
in the record [6]. However, this solution has a number
of disadvantages related to the difference in the length
of the audio events and the presence of background
noise. This article discusses methods for sound event
detection.

Section 1l presents the existing methodologies for
detecting monophonic impulsive sounds with energy
calculation for consecutive non-overlapping blocks,

Section 111 presents the state-of-the-art polyphonic
sound event detection systems. In Section IV potential
directions for the development of such systems are giv-
en.

Monophonic impulsive sound detection

Most methods for detecting monophonic impulsive
audio events are based on determining the energy for a
set of consecutive non-overlapping blocks [1, 7]. The
various methods differ in the way in which the block
corresponding to the sharp impulsive sound is automati-
cally detected: based on the standard deviation of the
normalized block energy values; based on the use of a
median filter for block energy values; based on dynamic
threshold for block energy values. All these methods are
based on the goal of minimizing computational com-
plexity and ensuring the highest possible detection accu-
racy.

The key aspect of the method based on the stand-
ard deviation of the normalized values is the normaliza-
tion of the input set of energy block values to the range
from zero to one. Next, the standard deviation of the
resulting set of values is calculated. In the case of back-
ground noise, the energy values of the blocks will be
approximately evenly distributed in the range from zero
to one. Since when a new energy value for an audio
signal block arrives, the values are renormalized to the

specified range, when a block with a significantly high-
er energy level arrives, the standard deviation value will
significantly decrease compared to the same value for a
set of previous background blocks. By reducing the
standard deviation below the threshold value, it is pos-
sible to automatically detect a block with an impulsive
signal.

The advantage of the method based on the stand-
ard deviation is its resistance to noise and the ability to
detect a slowly varying signal by analyzing the average
normalized value of block energies.

The next method for detecting audio events is a
method based on the use of a median filter. Median
filters are often used in practice for preprocessing digital
data. Their properties make it possible to apply median
filtering to eliminate anomalous values in data arrays,
reduce outliers and impulse noise.

To detect a block with an impulse event, a condi-
tional median filter is applied, which leaves the initial
signal value if the difference between the initial sample
and the median value is less than the threshold value
and the median value otherwise. The result of the filter-
ing is the filtered signal and the filtering residue, which
indicates that audio event has occurred. By calculating
the difference between the signal after applying the
conditional median filter and the biased output signal,
we can automatically select a block with an impulsive
event.

The advantages of using the median filter include
only its simple structure, which makes easy to release its
hardware and software implementations with relatively
low computational complexity. It has a number of dis-
advantages associated with the fact that the filter does
not work in conditions of single impulsive noise, and as
the filter window size increases, abrupt signal changes
are blurred.

The dynamic threshold method proposes to detect
a pulsed signal using the average of a set of block ener-
gies and the standard deviation as the dynamic thresh-
old. Automatic detection occurs when the energy of the
next block exceeds the threshold value.

The dynamic threshold method has the advantages
of both of the past methods and avoids several of the
disadvantages. But despite this, it is quite difficult to use
it. This is due to the requirement to set the sensitivity
parameter of the algorithm, which complicates the
hardware implementation. The need to calculate the
sensitivity parameter of the algorithm, taking into ac-
count the location and direction of the equipment,
makes this method difficult to implement, but effective
when applied correctly. The accuracy of audio event
detection with decreasing signal to noise ratio is shown
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in Table 1. As a data set, a set of 476 impulsive audio
events is used, each with an appropriate labeling with a
timestamps. All signals were digitized and sampled at
44.1 kHz.

After an audio event is detected, additional fea-
tures are extracted and the detected audio event is clas-
sified by one of the known classification methods
[8-10].

Table 1 — The accuracy of audio event detection with decreasing signal to noise ratio

SNR, dB Accuracy, %
Standard deviation method Median filter method Dynamic threshold method

100 100 100

99,79 99,37 99,58

-5 97,69 97,06 97,48
-10 81,52 80,05 81,1
-15 41,81 40,34 40,55
-20 0,42 0,21 0,63

Polyphonic sound event detection

In state-of-the-art sound event detection systems,
detection, verification and classification are closely
linked, and they are often combined into one to ensure
maximum classification accuracy. These systems are
presented in Detection and Classification of Acoustic
Scenes and Events (DCASE) challenges and workshops,
which take place every year.

For example, in DCASE2021 challenge, there is a
task 4 called "Sound Event Detection and Separation in
Domestic Environments”. The purpose of the test is to
evaluate sound event detection systems using real weakly
labeled data and strictly labeled simulated data.

The task evaluates sound event detection systems
that are trained on weakly labeled data that does not con-
tain timestamps. The purpose of systems is to provide not
only the class of the event, but also the localization of the
event in time, given that there may be several events in an
audio recording. participants are provided with isolated
sound events, background sound files, and scripts for
developing a training set with strictly labeled synthetic
data.

The data for the DCASE 2021 task 4 consist of sev-
eral datasets designed for sound event detection, such as
DESED [11] (dataset with 6 subsets, 4 with recorded data
and 2 with synthetic, with different annotations), SINS
and TUT Acoustic scenes 2017 development dataset
(background sound without annotations), FUSS and
FSD50K datasets (isolated events and recorded sound-
scapes with weak annotations), YFCC100M dataset (rec-
orded soundscapes without annotations).

There is a baseline solution [4], which uses a mean-
teacher model based on neural networks. This model is a
combination of two models with same architecture: a
student model and a teacher model.

The teacher model aims at helping the student mod-
el during training, while the student model is the final
model.

During training, the teacher and student models are
given the same input data, but the teacher model input has
additive Gaussian noise, which allows the student model
to be trained using consistency loss for both strong and
weak predictions for all the clips in the batch.

There is also an attempt to improve sound event de-
tection using sound separation [12] as pre-processing to a
sound event detection system.

The task of audio separation is to restore or recon-
struct one or more original signals that are mixed with
other signals as a result of a linear or convolutional pro-
cess. This area of research has many practical applica-
tions, including sound quality improvement and noise
elimination, music remixing, sound spatialization, remas-
tering, etc. However, recent works has demonstrated that
the universal sound separation can be used to separate
sounds of arbitrary classes [13,14]. As it turns out, com-
bination of sound separation and sound event detection
showed the potential to improve the performance of
sound event detection systems, however the benefits are
still limited due to a mismatch between the sound separa-
tion training conditions and the sound event detection test
conditions [12].

There are many systems for sound event detection
in the DCASE 2021 task 4, which are based on the base-
line system [15-20].

In 2021 challenge, system with the best ranking
score proposed three major change over the baseline
solution [15], namely the use of the selective kernel unit,
the use of soft detection output by setting proper tempera-
ture parameter in sigmoid and the use of several data
augmentation techniques. This changes allows neuron to
adaptively adjust for both short- and long- duration
events, and overall improves in stability and robustness of
the system performance.

Second place in systems rankings [16] proposes the
sound event detection model, which is based on self-
training with a noisy student model. It is proposed to use
an RCRNN-based mean-teacher model to predict the
target label of each audio clip. Data augmentation-based
feature noise, dropout-based model noise, and semi-
supervised loss function based label noise were used to
realize self-training,

The third place in systems rankings [17] suggests
using both recurrent structure and transformer structure to
model the complicated dynamics in real life domestic
audio data. This was done in order to provide an overall
performance boost over the baseline solution, since dif-
ferent models exhibit differently under the different sce-
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narios. Additionally, semi-supervised mean-teacher learn-
ing and different data augmentations are used.

Discussion

The task of analyzing sound signals is inextricably
linked with the entire history of human as a living or-
ganism, since it is critically important to obtain infor-
mation about what is happening around us. Audio ana-
lytics systems aim to automatically extract important
information from audio signals. They include such dis-
ciplines as sound scene classification or sound event
detection and classification, and many others.

For further development of such systems, many
problems must be overcome, for example, the deviation
for each environment and each sound category, overlap-
ping audio events, unreliable training data, etc. Howev-
er, the potential inherent in audio analytics systems is
incredibly high, which is confirmed by modern discov-
eries and state-of-the-art sound event detection systems.
The current directions in the development of modern
audio analytics systems are the study and use of various
architectures of neural networks, the use of several data

augmentation techniques, such as universal sound sepa-
ration, etc.

Conclusions

Thus, this article presents both methods for detect-
ing monophonic impulsive audio event and polyphonic
sound event detection methods which are used in the
state-of-the-art sound event detection systems. Also the
actual problems associated with the development of
such systems are presented.

Three methods for detecting monophonic pulsed
audio events have been implemented, namely the meth-
od based on the standard deviation of normalized block
energies, the method based on applying a median filter
for block energies, and the dynamic threshold method
for block energies.

The results of their work and comparative analysis
are also presented.

Several systems presented at DCASE 2021 task 4
were considered, and based on their analysis, there was
a conclusion about the potential directions for the fur-
ther development of audio analytics systems.

10.

11.

12.

13.

14.

15.

16.

REFERENCES

Alain, Dufaux, Laurent, Besacier, Michael, Ansorge, and Fausto, Pellandini (2000), “Automatic sound detection and recogni-
tion for noisy environment”, 2000 10th European Signal Processing Conference, IEEE, pp. 1-4.

Phan, Huy, Koch, Philipp, Katzberg, Fabrice, Maass, Marco, Mazur, Radoslaw, McLoughlin, lan and Mertins, Alfred (2017),
“What makes audio event detection harder than classification?”, 2017 25th European Signal Processing Conference
(EUSIPCO), pp. 2739-2743, doi: https://doi.org/10.23919/EUSIPC0.2017.8081709.

Sami Ur, Rahman, Adnan, Khan, Sohail, Abbas, Fakhre, Alam and Nasir Rashid (2021), “Hybrid system for automatic detec-
tion of gunshots in indoor environment”, Multimedia Tools and Applications, Vol. 80, No. 3, pp. 4143-4153, doi:
https://doi.org/10.1007/s11042-020-09936-w.

Nicolas, Turpault and Romain, Serizel (2020), Training Sound Event Detection On A Heterogeneous Dataset. DCASE
Workshop, Nov, Tokyo, Japan, available at: https://arxiv.org/abs/2007.03931.

J. Salamon, D. MacConnell, M. Cartwright, P. Li, and J. P. Bello (2017), “Scaper: A library for soundscape synthesis and
augmentation”, Proc. WASPAA, pp. 344-348, doi: https://doi.org/10.1109/WASPAA.2017.8170052.

A. Shah, A. Kumar, A. G. Hauptmann, and B. Raj, “A closer look at weak label learning for audio events,” in
arXiv:1804.09288. [Online]. available at: http://arxiv.org/abs/1804.09288.

Iopomenko A.I. Meroau Ta mimxomu OO AeTeKTyBaHHS ayniomoniil pisumx tumiB [Texcr] / Al Ilopomenko, A.A.
Kosanenxo // Cy4acHi HanpsiMu po3BHUTKY iH(opMaIiiHO-KOMyHIKaliifHUX TEXHOJOTIH Ta 3aco0iB ympasiiHHsI. MaTepianu
omuHamaroi wmbkHapomnoi HTK. - bBaky: BA 3C AP; Xapkis: HTY «XIll»; Kwuis: HAY; Xapkis: /[I1
«[TAITPOHAIABIATIPOMy; XKumina: YMXK, 2021. — 8-9 ksitHs 2021. — T.2. - C. 114.

IMopomenko, A.l. Meronu knacudikanii o3nak aymgiocurnaniB [Teker] / A.l. ITopouienko, A.A. Kosanenko // ITpobiemu
iHpopmarusanii : Te3u gomn. 9-1 MikHap. HayK.-TexH. KOH(O., 18-19 nucromana 2021 p., M. Yepkacu, M. Xapkis, M. Baky, m.
Benbcbko-bsina : [y 3 1.]. T. 1 / Yepk. aepx. TexHosnor. yH-T [Ta iH.]. — Xapkis : ITerpos B. B., 2021. — C. 90.

K. Kumar and K. Chaturvedi, "An Audio Classification Approach using Feature extraction neural network classification
Approach,” 2nd International Conference on Data, Engineering and Applications (IDEA), 2020, pp. 1-6, doi:
https://doi.org/10.1109/IDEA49133.2020.9170702.

K. Hirata, T. Kato and R. Oshima, "Classification of Environmental Sounds Using Convolutional Neural Network with
Bispectral Analysis," 2019 International Symposium on Intelligent Signal Processing and Communication Systems
(ISPACS), 2019, pp. 1-2, doi: https://doi.org/10.1109/ISPACS48206.2019.8986304.

Romain Serizel, Nicolas Turpault, Ankit Shah, Justin Salamon. Sound event detection in synthetic domestic environments.
ICASSP 2020 - 45th International Conference on Acoustics, Speech, and Signal Processing, May 2020, Barcelona, Spain.
Nicolas Turpault, Scott Wisdom, Hakan Erdogan, John Hershey, Romain Serizel, et al.. Improving Sound Event Detection In
Domestic Environments Using Sound Separation. DCASE Workshop 2020 - Detection and Classification of Acoustic Scenes
and Events, Nov 2020, Tokyo / Virtual, Japan.

E. Tzinis, S. Wisdom, J. R. Hershey, A. Jansen and D. P. W. Ellis, "Improving Universal Sound Separation Using Sound
Classification," ICASSP 2020 - 2020 IEEE International Conference on Acoustics, Speech and Signal Processing (ICASSP),
2020, pp. 96-100, doi: https://doi.org/10.1109/ICASSP40776.2020.9053921.

S. Sose, S. Mali and S. P. Mahajan, "Sound Source Separation Using Neural Network," 2019 10th International Conference
on Computing, Communication and Networking  Technologies (ICCCNT), 2019, pp. 1-5, doi:
https://doi.org/10.1109/ICCCNT45670.2019.8944614.

Zheng X., Chen H., Song Y. Zheng ustc teams submission for dcase2021 task4 semi-supervised sound event detection. —
DCASE2021 Challenge, Tech. Rep, 2021.

Kim, N. K. and Kim, H. K. (2021), “Self-training with noisy student model and semi-supervised loss function for dcase 2021
challenge task 4”, available at: http://arXiv:2107.02569.

68


https://ieeexplore.ieee.org/author/37085345126
https://ieeexplore.ieee.org/author/37086004468
https://ieeexplore.ieee.org/author/37086004955
https://ieeexplore.ieee.org/author/37085356012
https://ieeexplore.ieee.org/author/37626767400
https://ieeexplore.ieee.org/author/37284239200
https://ieeexplore.ieee.org/author/37271261500
https://www.researchgate.net/profile/Sami-Ur-Rahman
https://www.researchgate.net/scientific-contributions/Adnan-Khan-2180910881
https://www.researchgate.net/profile/Sohail-Abbas-8
https://www.researchgate.net/profile/Fakhre-Alam-4
https://www.researchgate.net/scientific-contributions/Nasir-Rashid-2180909995
doi:%20https://doi.org/10.1007/s11042-020-09936-w
doi:%20https://doi.org/10.1007/s11042-020-09936-w
https://doi.org/10.1109/WASPAA.2017.8170052

ISSN 2522-9052 CyuacHi indopmariitai cucremu. 2022. T. 6, Ne 1

17. Rui, Lu, Wenzheng, Hu, Zhiyao Duan and Ji, Liu (2021), “Integrating advantages of recurrent and transformer structures for
sound event detection in multiple scenarios”, Proceedings of the Detection and Classification of Acoustic Scenes and Events
2021 Workshop (DCASE2021), Tech. Rep., Challenge.

18. Ebbers, J. and Haeb-Umbach, R. (2021), “Self-Trained Audio Tagging and Sound Event Detection in Domestic Environ-
ments”, Proceedings of the Detection and Classification of Acoustic Scenes and Events 2021 Workshop (DCASE2021),
Online, pp. 15-19.

19. Hyeonuk, Nam, Byeong-Yun, Ko, Gyeong-Tae, Lee, Seong-Hu, Kim, Won-Ho, Jung, Sang-Min, Choi and Yong-Hwa, Park
(2021), “Heavily augmented sound event detection utilizing weak predictions”, Detection and Classification of Acoustic
Scenes and Events 2021 (DCASE2021), arXiv preprint arXiv:2107.03649.

20. Gangyi ,Tian, Yuxin, Huang, Zhirong, Ye, Shuo, Ma, Xiangdong, Wang, Hong, Liu, Yueliang, Qian, Rui, Tao, Long, Yan,
Kazushige, Ouchi, Janek, Ebbers and Reinhold, Haeb-Umbach (2021), “Sound event detection using metric learning and fo-
cal loss for dcase 2021 task 4”, Tech. Rep., Detection and Classification of Acoustic Scenes and Events 2021 (DCASE2021),
Challengeb.

Received (Hauiinua) 19.11.2021
Accepted for publication (ITpuiiasita no npyky) 12.01.2022

ABOUT THE AUTHORS / BIZIOMOCTI [TPO ABTOPIB

KoBasenko Anapiii AHaTOTi0MBHY — JOKTOp TEXHIYHUX HayK, podecop, 3aBigyBad KadeqpH eIeKTPOHHUX 00UNCITIOBAILHAX
MatH, XapKiBCbKHI HalllOHAIbHUN YHIBEPCHTET paliOesIeKTPOHIKH, XapKiB, YKpaiHa;
Andriy Kovalenko — Doctor of Technical Sciences, Professor, Head of the Department of Electronic Computers, Kharkiv
National University of Radio Electronics, Kharkiv, Ukraine.
e-mail: andriy_kovalenko@yahoo.com; ORCID ID: https://orcid.org/0000-0002-2817-9036.

IMopomenko AHtoH IropoBuY — acmipanT KadelpH €ICKTPOHHHX OOYHMCIIOBAJIBHHX MAlIWH, XapKiBCHbKUH HalliOHAJIbHUM
YHIBEPCHUTET paaioeneKTpoHiku, XapkiB, YKpaina;
Anton Poroshenko — postgraduate student at Department of Electronic Computers, Kharkiv National University of Radio
Electronics, Kharkiv, Ukraine.
e-mail: anton.poroshenko@nure.ua; ORCID ID: https://orcid.org/0000-0001-7266-4269.

AHaJli3 MeTOiB Ta CHCTeM JAeTeKTYBaHHA ayaionoaii
A. A. Kosanesnko, A .1. ITopomenko

AHoTanisi. BussneHHs Ta po3mizHaBaHHS I'yYHHX 3BYKIB 1 XapakTepHHX LIyMiB J03BOJISIE 3HAYHO IIJBHIIUTH PiBEHBb
Oe3nexu Ta 3a0e3NeunTH CBOE€YACHE pearyBaHHsS Ha pi3HI aBapiiiHi curyamii. JleTekTyBaHHS ayaiomoniil — Ie Hmepui Kpok y
po3Ii3HaBaHHI ayJiOCHTHAIIB 3 Oe3IepepBHUM BXIIHIM ayAiONOTOKOM. Y NaHiil CTaTTi MpeACTaBICHO Psi MpoOieM, HOB'I3aHIX
3 pO3poOKOIO CHCTEM BUSBICHHS ayTiONOAIN, TaKMX SIK BIIXWJICHHS JUIS KOXKHOTO CEpelOBHUINA 1 KOXKHOI 3BYKOBOI KaTeropii,
3BYKOBI IMOil, 110 MEPEKPUBAIOTHCS, HEAOCTOBIPHI HaBYAIbHI AaHi Ta iH. [IpencTaBieHi sk METOAM BHSBICHHS MOHO(MOHIYHUX
IMITYJIbCHUX 3BYKOBHX MOJIii, TaK 1 MCTOIH BUSBICHHS MOJTi()OHIYHUX ayIiONOIii, SIKi BAKOPUCTOBYIOTHCS B CYYaCHHX CHCTEMaXx
BUSBJICHHS 3BYKOBHX TOAii. Taki cucTemMu MpeicTaBiieHi y 3aBmaHHsXx Ta ceminapax Detection and Classification of Acoustic
Scenes and Events (DCASE), siki BinOyBatoThcsi IIOpOKY. Binbiricts po06iT cripsiMOBaHi Ha MOKpAICHHS 3arajbHOi MPOIYKTHB-
HOCTI 3 TOYKH 30py TOYHOCTI, X04a TaKoX OyJIM BHBYEHI OaraTo iHIIMX acIeKkTiB. Byso po3risHyTo Kigbka CHCTEM, IpeICTaBIIe-
uux Ha DCASE 2021 B 3agaui 4, i Ha ocHOBI iX aHani3y OyB 3poOieHHil BUCHOBOK ITPO MOKJIMBE Maii0yTHE CHCTEM BHUSIBIICHHS
3BYKOBHX IOJil. TakoX IpeACTaBiICHI aKTyalbHi HAIPIMKHA PO3BUTKY Cy4aCHHUX CHUCTEM ay/i0aHAIITUKH, B TOMY YHCIIi BUBYCH-
HsI Ta BUKOPHUCTAHHS Pi3HHMX apXiTeKTyp HEHPOHHHX MEPEeK, BUKOPHCTAHHS JEKIIbKOX METOIB IonepeaHboi 00poOKH JaHuX,
TaKHX sIK YHIBepCAIbHUI PO3/LNT 3BYKY Ta iH.

Kaw4uoBi cioBa: BUABICHHS 3BYKOBUX II0JIiif; pO3Mi3HaBaHHS 3BYKOBHX HOAiH; MOHO(DOHIUHI 3BYKH; ITOJIi(OHIYHI 3BY-
KH; CepeIHbOKBAPATHYHE BIIXWICHHS; MeliaHHUH (QLIBTP; TUHAMIYHUH IOPIT; 3BYKOBUH MO

AHa/IH3 METOJ0B U CHCTeM O0HAPY:KEHHH AyAHOCOOBITHIL
A. A. Kosanenko, A. 1. ITopomenko

AHHoTanus. OOHapyXeHHE U PACIIO3HABAHNE I'POMKHUX 3BYKOB M XapaKTEPHBIX IIYMOB [103BOJIAET 3HAUUTEIBHO TTOBbI-
CUTb YPOBEHb O€30IIaCHOCTH M 00ECIIEUUTh CBOEBPEMEHHOE PearnpoBaHKe Ha pa3iIM4HbIe aBapuiiHble cuTyaruu. OOHapyKeHne
ayZIMOCOOBITHH — 3TO TEPBBIH IIar B PacHO3HABAHMHU ayJMOCHTHAJIOB C HEHPEPHIBHBIM BXOJHBIM ayJHONOTOKOM. B nanHoi
CTaThe MPEJCTABIICH PsiJl POOJIEM, CBSI3aHHBIX C Pa3pabOTKOM CHCTEM OOHAPYKEHHS 3ByKOBBIX COOBITHH, TAKMX KaK OTKIOHEHHS
JUTSL KKIOH Cpelbl M KaXI0H 3ByKOBOM KaTeropyH, NepeKphIBAIONIIecs] 3ByKOBBIE COOBITHS, HEOCTOBEPHEIE 00yJaloIie JaH-
HBIe U T. 1. [IpeacTaBieHs! kKak MeTO/IbI 0OHAPYKEHNSI MOHO(OHIYECKIX MMITYJIbCHBIX 3BYKOBBIX COOBITHIA, TaK M METO/BI OOHa-
pyXeHHs] MOMN(pOHUIECKUX 3BYKOBBIX COOBITHH, KOTOPBIE MCIIOIB3YIOTCS B COBPEMEHHBIX CHCTEMaxX OOHApY>KEHHUS! 3BYKOBBIX
coObrtuii. Takue CHCTEMBI TIpeJcTaBiIeHbl B 3amauax u cemunapax Detection and Classification of Acoustic Scenes and Events
(DCASE), xoTopble nNpoXOIiT KakAblid Toj. bonpmuHCTBa paboT HanmpaBIEeHHBI Ha yIy4llleHHe oOmel MPOu3BOIUTEIBHOCTH C
TOYKHU 3PEHUs TOYHOCTH, XOTS TaKkXKe ObUIM M3y4YEeHbl U MHOTHME IPYTHE aCNeKThl. BhIJIO pacCMOTPEHO HECKOJBKO CHCTEM, Ipe.-
crasneHHblx Ha DCASE 2021 B 3amade 4, 1 Ha OCHOBE MX aHaNM3a ObUI CAETAaH BBIBOJA O BO3MOXKHOM OyayIieM CHCTeM OOHapy-
KEHUS 3BYKOBBIX cOOBbITHI. Taroke mpencTaBieHbl akTyallbHbIC HAlIPaBICHUS Pa3BUTHS COBPEMEHHBIX CHCTEM ayAMOAHAIUTHKH,
B TOM 4YHCJIe W3y4YECHHE M HCIIOIB30BaHHE PA3JIMYHBIX apXMTEKTYpP HEHPOHHBIX CeTel, HCIIOJIb30BaHHE HECKOJIBKHX METO/OB
IIpeiBapUTEILHON 00Pa0OTKY TaHHBIX, TAKMX KaK YHUBEPCAIBHOE pa3eleHne 3ByKa U ap.

KnawuyeBbie caoBa: o0HapyXeHHE 3BYKOBBIX COOBITHIA; paclio3HaBaHHE 3BYKOBBIX COOBITHIT; MOHO(OHUYECKHE 3BYKH;
oy OHUYECKUE 3BYKH; CPEIHEKBAPATHYHOE OTKIOHEHUE; MEIMaHHbIH QUIIbTD; TMHAMUYECKUH ITOPOT; 3ByKOBOE pa3/IeNICHHE.
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