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MULTIAGENT METHODS OF MANAGEMENT
OF DISTRIBUTED COMPUTING IN HYBRID CLUSTERS

Abstract. Modern information technologies include the use of server systems, virtualization technologies, communication
tools for distributed computing and development of software and hardware solutions of data processing and storage centers,
the most effective of such complexes for managing heterogeneous computing resources are hybrid GRID- distributed
computing infrastructure combines resources of different types with collective access to these resources for and sharing
shared resources. The article considers a multi-agent system that provides integration of the computational management
approach for a cluster Grid system of computational type, the nodes of which have a complex hybrid structure. The hybrid
cluster includes computing modules that support different parallel programming technologies and differ in their
computational characteristics. The novelty and practical significance of the methods and tools presented in the article are a
significant increase in the functionality of the Grid cluster computing management system for the distribution and division
of Grid resources at different levels of tasks, the ability to embed intelligent computing management tools in problem-oriented
applications. The use of multi-agent systems for task planning in Grid systems will solve two main problems - scalability and
adaptability. The methods and techniques used today do not sufficiently provide solutions to these complex problems. Thus,
the scientific task of improving the effectiveness of methods and tools for managing problem-oriented distributed computing
in a cluster Grid system, integrated with traditional meta-planners and local resource managers of Grid nodes, corresponding
to trends in the concept of scalability and adaptability.
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Introduction

Common meta-planners do not fully take into
account the specific requirements of users for resources
when  allocating  these  resources.  Therefore,
administrators and users of distributed computing
environment resources have to "manually” solve the
problems of selecting and providing resources, which can
be quite versatile. This causes difficulties in solving these
problems and raises the problem of automating and
intellectualizing the processes of solving them. The most
popular approach to solving this problem is the use of
multi-agent systems (MAS) to control computing [1]. In
this paradigm, two main approaches to multi - agent
computing management can be distinguished [2]:
interaction of the MAS with local resource managers of
Environment nodes in order to optimize resource use and
integration of a user application with a multi-agent
resource selection system, the purpose of which is to
increase the efficiency of problem solving by the
application.

Currently, there is a wide range of tools for building
distributed computing environments. These include, for
example, general-purpose Google App Engine, Amazon
EC2, Microsoft Azure, specialized Unicore systems,
Globus Toolkit, Math Cloud, the Opa programming
language, and systems implemented based on the
Intelligent Problem-Solving Environment concept. The
main direction in systems for building distributed
computing environments is usually done to simplify the
process of creating services. In such systems, computing
management is implemented either using common meta-
planners such as Workload Management System or Grid

Way, or using specialized system tools. Thus, today it is
relevant to apply a multi-agent approach for managing
distributed computing at the Grid system level and
computing at the application level.

Analysis of recent research and publications.
Analysis of modern scientific and information sources in
the field of computing management research of cluster
grid systems of computational type. In the research of
Kostromin R. A., Feoktistov A. G., The problems of
multi-agent control systems for distributed computing
are considered.

In [9] methods and tools for managing problem-
oriented [8] distributed computing in a cluster Grid
system are used. Bychkov I. V. [11] focus their analysis
on well-known methods of multi-agent control of a
computing system based on meta-monitoring and
simulation.

According to the construction principle, there are
analytical, simulation, and statistical mathematical
models.

Analytical models of control and metaplaning in
Grid systems are described in the works of Toporkov V.
V., Yemelyanov D. M., Toporkov A. S. [7], Batool K.,
Niazi M.A. [12], Budaev D., Amelin K., Voschuk G.
[13], in which a mathematical, basic model of equations
is created, and an approach to hybrid modeling using
complex networks and agent-based models is considered.

However, the existing methods [6, 10] of managing
planners in systems with a hybrid structure, in conditions
of uncertainty [1, 5], require a large number of complex
mathematical calculations [4, 3], so we consider methods
of a multi-agent approach for managing distributed
computing at the Grid system level and managing
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calculations at the application level distributed
computing in a cluster Grid system, integrated with
traditional meta-planners and local resource managers of
grid system nodes to optimize the work of planners.

The aim of the study is to identify the features of
applying multi-agent approach methods for managing
distributed computing at the Grid system level and
managing computing at the application level.

Main part

1. Managing calculations at the Grid system
level. Computing management at the Grid system level is
implemented by the MAS with a given organizational
structure.

Agents’ actions are coordinated using the general
rules of group behavior. Agents function according to the
specified roles, and each role has its own rules of
behavior in the virtual community of agents. The MAS
includes resource allocation agents and a management
agent. Resource allocation agents can be combined into
virtual communities (VC). In the various VC that arise in

the MAS, agents can coordinate their actions through
cooperation or rivalry. The task of the MAS at the Grid
system level is to obtain such a distribution of task flows
entering the system and store indicators of the quality of
functioning of this system within the limits set by the
Grid system administrator.

A task is a specification of the problem - solving
process that contains information about the necessary
computing resources, running application programs,
input and output data, and other necessary information.
All tasks are divided into classes according to their
computational characteristics [2].

Indicators of the quality of functioning of the Grid
system include: average indicators of time spent in
queues, useful coefficients of nodes of the Grid system
and the system as a whole, successful completion
coefficient and the average cost of performing tasks of
different classes in nodes of the Grid system and in the
system as a whole.

A block diagram of the computing management
system at the Grid system level is shown in Fig. 1.
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e |
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Fig. 1. Block diagram of the computing management system

In this diagram, the control object is a Grid system,
the nodes of which are represented by heterogeneous
computing clusters (CC), including hybrid ones. External
perturbations for the control object are the flow w; grid
system user tasks and flow w, local users of computing
clusters. Distribution results d, and d, flows w; and w,
CC software is the control effect of MAS and local users
of the computing cluster on the control object,
respectively. The specified action for the control object
is the vector of parameters of administrative policies of
the computing cluster ;.

Resource allocation agents intercept thread tasks w,
in order to configure the computer system requirements
contained in tasks in more detail. So, the flow w,
modified into a flow wj. Distribution d; flow wj it is
carried out by resource allocation agents on the basis of
economic mechanisms for regulating the supply and

demand of these resources [3]. Distribution d, flow w,
set by local CC users.

Task flows w, and w, they are characterized by the
following properties: dynamism; heterogeneity; lack of
feedback; originality; stationarity.

Information about the computational characteristics
of Grid system nodes is collected by a meta-monitoring
Complex [4] using Control and measuring devices in the
form of a data file structure a. Information about the
current indicators of the volume of computing work in
the nodes of the Grid system is also collected by the meta-
monitoring complex in the form of a data file structure b.
It is assumed that between the components of structure b
on the one hand and the computational characteristics of
nodes a, given by the action r, for the task flow
management object w; and w,, distributions d, and d,
on the other hand there is some abstract connection
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b = F(a, rq, W]’_, dl'WZ' dz).

Parametric configuration of algorithms for the
operation of resource allocation agents of a particular
virtual community is carried out by applying the obtained
control actions, taking into account weighting factors that
reflect the computational features of virtual community
nodes.

Therefore, let x and y be the vectors of the input and
observed variables of the Simulation Model [7] of the
Grid system.

The observed variables reflect indicators of the
quality of functioning of the Grid system. Vector
elements x; , i = 1, n, and y;, j = 1, n, have
respectively areas X; and Y; valid values.

It is assumed that the effects of the input variables
on the observed variables were studied using factor
analysis [5] in advance - when building and testing a
simulation model of a Grid system. It is also assumed that
for each j-th element of the vector y the administrator of
the Grid-system sets the criterion for calculating the
estimate y; quality of value and its limit values y}"i” and
y}naxe Y] .

A number of elements of the vector x play the role
of variable variables, forming a subset X* and are
identified with the elements of the vector

Wy = X,

q=1n,i€eln,1<n,<n,.

As a rule, when solving practical problems of
computational control in the Grid system in the process
of simulation, it is advisable to use < 8 . The number of
values of variable variables is determined based on the
ratio:

tmxl'l;h:‘l

“ <7, 1)

ne

where t,,, - the average run time of the simulation model,
which is determined by the meta-monitoring complex
based on the computational history of the model runs,
zq < 0 - the number of variable values of the g-th
variable, n, - the number of cores of the node in which
the control agent is located, n,, < n,.

The initial values of the variables used are the base
values that correspond to the default values of the
configuration parameters of the current Grid computing
control system.

The remaining values of the variables are selected
from the relevant areas of allowable values, taking into
account the effects of the influence of variable variables
on the observed variables.

The values of non-variable input variables, which
are elements of the vector x, are set based on the
corresponding numerical information represented by the
vectors r, and ¢, .

In the process of modeling the simulation of the
process of functioning of the Grid-system is performed
by conducting various parallel calculations and a set of V
variants of values of the observed variables is formed:
values yj; € Y; is an element of the k-th variant v, € V

for the variabley;j = 1, n,, k = 1, n,,.

Selection from the set V of the subset V* <V
variants of the values of the observed variables in order
to further determine the values of the elements of the
vector u is multicriteria.

Choice of options for the subset V* carried out by
the managing agent either on the basis of the
lexicographic method, if the administrator of the Grid
system can order the observed variables by significance,
or otherwise on the basis of the majority method. The
lexicographic method of selection of variants of values of
the observed variables uses the following rule of
multicriteria choice [6]:

Ve ={v, €V:(V,EVIPELN, - 1:

e =) A A 2
A (j;pk = ypl) A (y\(p+1)k > y(p+1)l)) }:
where yM <y < Yy,
j=1n, k € 1,n,, leln, k + L.

The majority method of selection of variants of
values of the observed variables uses the following rule
of multicriteria choice [6]:

V= {vk € V(_lale:
2 sign (9 — 9i) > 0) 3, 3)
sign (0) =0,
Y < ype < v,

j=1n,, keln, leln, k=+1l

where

The application of the above methods of multi-
criteria selection is due to the fact that they have the least
computational complexity compared to other known
methods of solving this problem, easy to implement and
the managing agent requires minimal additional
information from the Grid system administrator.

Thus, resource allocation agents exert managerial
influence d, = H (c,, w;,u) on the Grid system, where
the control effect u = Q(ry, ¢;,y) designed to improve
the quality of decisions made by resource allocation
agents by influencing the degree of intent of agents to
perform tasks of different classes.

The H and Q bonds have the same nature as the F
bond considered. It should be noted that in the event of
failure of any MAS agent, including the control agent, the
operation of the control object will continue [11].

At the same time, only the quality of his work may
decrease.

2. Application-level computing management.
Additional application-level computational management
tools are a virtual application community that is created
to run a parallel application of a local user program in a
Grid system.

The main purpose of the virtual community
application - providing a selection of the least loaded CC
running a parallel application, monitoring and
transmitting to the user the results of calculations. The
virtual application community includes a custom agent, a
classification and scheduling agent, an agent manager,
and a dynamically changing set of local agents [10].

34



ISSN 2522-9052

CyuacHi indopmariiitai cucremu. 2022. T. 6, Ne 1

Necessary for the distribution of information about the
computational characteristics of the nodes and the current
indicators of the volume of computational work CC,
presented as a vector c,, the agent-manager receives from
the managing agent.

The agent manager is also responsible for
automatically restarting tasks with new settings and for
monitoring the user's task execution process. For
distribution of tasks on local agents the tender model
where computational works act as lots, and as -
representatives of the computing resources applying for
performance of works acts.

In general, the service provides the user with the
following options: task formulation, configuration and
input of data for the program, obtaining calculation
results, viewing the current CC load and receiving
information messages by both mail and web interface.
Along with the listed functions of system character in the
created virtual community of application it is possible to
consider the possibilities caused by specificity of subject
area of application of the user. Local agents are

management system, analyzing the current state of the
CC and transmitting the results of the tasks to the agent-
manager.

Conclusions

The article considers methods and tools for
managing problem-oriented [8] distributed computing in
a clustered Grid system [9], integrated with traditional
meta-planners and local resource managers of Grid
nodes, including original methods and tools for
converting user-friendly queries in computational tasks,
task classification and decomposition of environmental
resources according to task classes.

These methods and tools have a number of
distinctive features. First, they provide the ability to
develop and implement application services in different
modes: managing calculations both at the level of
individual applications and at the level of task flows;
allocation of resources required to perform service
operations by special agents or traditional local resource
managers, application of static or dynamic computational

responsible for

11.
12.
13.
14.
15.

16.

17.

18.

19.

sending tasks to the local CC  scheduling.

REFERENCES

Foster, 1. (2006), “Globus Toolkit Version 4: Software for Service-Oriented Systems”, IFIP Int. Conf. on Network and Parallel
Computing. Springer, pp. 2-13.

Rajkumar, Buyya R., Vecchiola, C. & Selvi, S.T. (2013), Mastering Cloud Computing, Morgan Kaufmann, Burlington,
Massachusetts, USA, 452 p.

Binsztok, H., Koprowski, A. & Swarczewskaja, 1. (2013), Opa: Up and Running, O’Reilly Media, 1st edition, 164 p.

Streit, A., Bala, P. & Beck-Ratzka, A. (2010), “UNICORE 6 — Recent and Future Advancements”, Ann. Telecommun, No. 65,
pp. 757-762.

Bukhanovskyj, A.V., Kovaljchuk, S.V. and Marjyn, S.V. (2009), “Intelligent high-performance software systems for modeling
complex systems: concept, architecture and implementation examples”, lzvestiya vuzov. Instrument., Vol. 52, No. 10, pp. 5-24.
Astafj'ev, A.S., Afanasjev, A.P. and Lazarev, Y.V. (2009), “Scientific service-oriented environment based on Web technologies
and distributed computing. Scientific service on the Internet: scalability, parallelism, efficiency”, Tr. Vseros. Supercomputer,
Publishing House of Moscow State University, Moscow, pp. 463-467.

Toporkov, V.V., Emeljjanov, D.M. & Toporkova, A.S. (2014), “Metaplanning and resource management in GRID”, ITNOU,
No. 3, pp. 72-80.

Feoktistov, A.G. and Kostromin, R.O. (2016), “Development and application of subject-oriented multi-agent systems for
distributed computing management”, lzvestiya SFedU. Engineering Sciences, pp. 65-75.

Kostromyn, R.O. & Feoktystov, A.Gh. (2017), “Multi-agent control system for distributed computing”, ITNOU, No. 4. P. 18-22.

. Amato A. & Venticinque, S. A (2014), “Distributed Agent-Based Decision Support for Cloud Brokering”, Scalable Comput.:

Pract. Exp. Vol. 15, No. 1, pp. 65-78.

Bychkov, Y.V. (2016), “Multi-agent control of a computer system based on metamonitoring and simulation”, Autometry,
Vol. 52, No. 2, pp. 3-9.

Batool, K. & Niazi, M.A. (2017), “Modeling the internet of things: a hybrid modeling approach using complex networks and
agent-based models”, Complex Adaptive Systems Modeling, Vol. 5, No. 1, pp. 4-21.

Budaev, D., Amelin, K., Voschuk, G. (2016), “Realtime task scheduling for multi-agent control system of UAV’s group based
on network-centric technology”, Int. Conf. on Control, Decision and Information Technologies (CoDIT2016), pp. 378-381.
Vyttykh, V.A. & Skobelev, P.O. (2009), “The method of conjugated interactions for managing the distribution of resources in
real time”, Autometry, Vol. 45. No. 2, pp. 84-86.

Ghranychyn, O.N. & Skobelev, P.O. (2013), “Supercomputers and multi-agent technologies for solving complex problems of
real-time resource management”, Supercomputers, No. 4(16), pp. 54-59.

Kuchuk, G.A. & Kovalenko, A.A. (2018), “Methods of synthesis of information and technical structures of critical object
management system”, Advanced Information Systems, Vol. 2, No. 1, pp. 22-27, DOI: https://doi.org/10.20998/2522-
9052.2018.1.04

Shostak, Y.V., Sobchak, A.P., Popova, O.Y. & Myshhenko, M.A. (2017), “Synthesis method for a multi-agent web-oriented
environment based on information satellites”, Advanced Information Systems, Vol. 1, No.l, pp. 16-21. DOIL:
https://doi.org/10.20998/2522-9052.2017.1.03

Skulysh, M.A. (2018), “Mathematical model of finding the optimal amount of resources of the virtual service node ”, Advanced
Information Systems. Vol. 2, No. 2. pp. 30-34, DOI: https://doi.org/10.20998/2522-9052.2018.2.05

Kasilov, O.V. & Kramsjka, K.I. (2020), “Models and method of synthesis of information retrieval system”, Advanced
Information Systems, Vol. 4, No. 2, pp. 94-99, DOI: https://doi.org/10.20998/2522-9052.2020.2.14

Received (Haniiuia) 12.12.2021
Accepted for publication (ITpuiinsita no apyky) 02.02.2022

35



Advanced Information Systems. 2022. Vol. 6, No. 1 ISSN 2522-9052

B1IOMOCTI ITPO ABTOPIB / ABOUT THE AUTHORS

Koaymber Bagum IlerpoBmu — acmipaHT KaeIpy aBTOMAaTH3alii MPOEKTYBaHHS EHEPreTHYHHX MPOLECIB 1 CHUCTeM,
Hanionansauii Texuiunuit yHiBepcuter Ykpainn «KIII imeni Iropst Cikopceskoroy», Kuis, Ykpaina;
Vadim Kolumbet — Phd student of the Department of Automation of projection of power processes and systems, National
Technical University of Ukraine “Igor Sikorsky KPI”, Kyiv, Ukraine;
e-mail: kvplinux@gmail.com; ORCID ID: https://orcid.org/0000-0002-0871-9402.

Ceunuyk Ouasbra BacuiiBaa — xanaunar ¢isnko-MaTeMaTHIHHX HayK, JIOLEHT, JOIEHT KadeIpy aBTOMATH3allil IPOSKTyBaHHS
€HepreTHYHHX IpoIeciB i cucteM, Hamionansauit Texnivnnii yHiBepeuter Ykpainu «KIII imeni Iropst Cikopeskoroy», Kuis,
VYkpaiHa;

Olha Svynchuk — Candidate of Physic-Mathematical Sciences, Associated Professor, Senior Lecturer of the Department of
Automation of projection of power processes and systems, National Technical University of Ukraine “Igor Sikorsky KPI”,
Kyiv, Ukraine;

e-mail: 7011990@ukr.net; ORCID ID: https://orcid.org/0000- 0001-9032-6335.

MyabTHATeHTHI MeTOAM YNPABJIiHHS PO3MOAIJIECHUMH 00YHCIeHHAMHU
y ridpuaHux Kiaacrepax

B. II. Komym6er, O. B. CBuHuyk

AnoTtania. CyyacHi iHpopMmamiifHi TexHOJIOTii mNependadaroTb BHUKOPHUCTAHHS TEXHOJIOTIH CEpBEPHHX CHCTEM,
TEXHOJIOTIH BipTyauizalii, KOMyHIKaIlifHUX 3aco0iB U PO3MOIIICHUX OOYMCICHb Ta PO3pOOJIEHHS MPOTrPaMHO -alapaTHUX
pilieHb HEHTPiB 00poOKM Ta 30epe)KeHHS MaHWX, HAHOUIBII e(eKTHBHHUMH 3 TAaKMX KOMIUICKCIB JUIS YIpaBIiHHA
HEOJTHOPITHUMH OOYHCIIOBANIBHUMHU pecypcamu € Tibpumaa GRID-posmoxinena oOumcmioBanbHa iHQpacTpyKTypa, sKa
00’€eJHy€E pecypcH pi3HUX TUIIIB 3 KOJISKTHBHUM JIOCTYIIOM JI0 ITUX PECYPCiB JUIA i CIIIBHOTO BUKOPUCTHHS 3araIbHUX PECYpPCiB.
VY cTarTi po3rNAAaEThCS MYJIbTHATCHTHA CHCTEMA, IO 3a0e3ledye iHTerpaliio MiAXoLy 10 YIpPaBIiHHSA OOYHCICHHSAMH IS
knactepHoi Grid-cucTeMu OOYHCIIOBAIIFHOTO THILY, BY3JH SIKOI MAlOTh CKIaaHy TiOpumHy cTpykrypy. ['iOpumaHmii ximactep
BKJIIOYA€ 0OYUCIIIOBATIBHI MOAYI, IO MIATPUMYIOTB Pi3HI TEXHOJIOT1] HapalelbHOTO IPOrpaMyBaHHS 1 PO3PI3HIIOTECS CBOIMH
0OYHUCIIOBAIBHUMH XapaKTepucTHKamMu. HoBH3Ha 1 mMpakTHYHA 3HAYYIIICTh HPEACTAaBICHHUX B CTATTI METOHIB 1 3aco0iB
MOJISTAIOTh B ICTOTHOMY PO3IINPEHHI (YHKIIOHAJbHAX MOXKIMBOCTEH CHCTEMH yNpaBIiHHS 004nCIeHHAMH KiactepHol Grid
3a po3noaiioM i moniny pecypciB Grid Ha pi3HHX PIBHAX BHUKOHAHHS 3aBllaHb, B HASBHOCTI MOJXJIMBOCTI BOYIOBYBaHHS
IHTEJIeKTyaJbHUX 3ac00iB yNpaBiiHHA OOYHMCICHHSIMH B MPOOJICMHO-OPIEHTOBaHI JOJATKH. 3aCTOCYBaHHS MYJIbTHAreHTHHX
cucTeM Juisl IUlaHyBaHHS 3amad y Grid cucTemax JacTh 3MOTY pO3B'S3aTH JIBi OCHOBHI IpoOJIeMH — MacmTaboBaHOCTI Ta
aJanTUBHOCTI. MeToan i mpuiloMu, U0 BUKOPUCTOBYIOTHCSI CHOTOJIHI, HE B JOCTaTHIH Mipi 3a0e3MeuyIoTh pO3B'SI3aHHS IHX
CKIagHUX mpoOieM. TakuM YWHOM, aKTyalbHHM € HAyKOBE 3aBIAHHS ITiJBUINECHHS pPE3yJbTATHBHOCTI METOIIB Ta 3ac00iB
YIpaBIiHHSA TMPOOIEMHO-OPI€EHTOBAaHUMH DO3IOMIJICHUMU OOYUCIEeHHSIMH B KiactepHoi Grid-cucremi, iHTErpoBaHUX 3
TpaAULiIHHUMHE MeTa-TJIaHyBATbHUKAMHU 1 JIOKAIEHUMH MEHEIKepaMu pecypciB By3miB Grid-cucTemu, mI0 BiINOBiTarOTh
TEHJICHIIISIM PO3BUTKY KOHIIEIIiT MacTabOBaHOCTI Ta aJallTHBHOCTI.

Kaw4yoBi ciaoBa: MynpTHareHTHe ynpaBimiHHS, posnozineHi obumcienHs; GRID; kmacrepni Grid, mynpTHareHTHE
MOJICITIOBAHHS; IHTEIEKTyaJIbHUI areHT; MyJIbTHAr€HTHA CHCTEMa; MeTa-TIaHyBaIbHUKH; iMiTallifiHe MO/IETIOBaHHI.

MyJIbTHAT€HTHbIE METO/IbI YIPABJIEHHUs Pa3/ieIeHHBIMM BHIYHCIEHUSMH
B THOPUAHBIX KJIacTepax

B. I1. Konmym6er, O. B. CBuHuyk

AuHoTanus. CoBpeMeHHbIe HHPOPMAIMOHHBIC TEXHOJIOTUH IPEANOIAraloT HCIIOIB30BAHHE TEXHOIOTHIT CEpBEPHBIX
CHCTEM, TEXHOJOTHH BHPTYyaJIH3allMd, KOMMYHHKAIHOHHBIX CPEJACTB JJIs PaclpeleSCHHBIX BBIYMCICHHH M pa3paboTKu
POTPAMMHO-AMNapaTHBIX PELICHHH IEHTPOB 00pabOTKH W XpaHEHHs MaHHBIX, HaubGoiee 3(DGEKTHBHBIMH M3 TaKHX
KOMIUJIGKCOB U  yNpaBICHHUSA HEOJHOPOAHBIMH  BBIUHCIHTENBHBIMH pecypcamMu siBisietrcs rubpuaHas GRID-
pacrpeeneHHasl BEIYUCIUTENbHAS HHPPACTPYKTYpa 0O0BEIUHAECT PECYPCHl Pa3HBIX THIIOB C KOJUIEKTHBHBIM IOCTYIIOM K
9THM PECypcaM M COBMECTHOTO HCIIONBb30BaHHUs OOUIMX pecypcoB. B craThe paccMaTpuBaeTcss MyJIbTHATCHTHAs CHCTEMa,
obecrevynBaronas HHTErPaltIo MOAX0Aa K yIPABICHUIO BRIYUCICHUAMHE 1S KitacTepHo# Grid cHCTeMbl BEIYMCIUTEIBHOTO
THIIa, Y3JIBI KOTOPOH MMEIOT CIOKHYI0 THOPUAHYIO CTPYKTYpY. [ MOpHIHBIN KiacTep BKIIOYAeT B ceOs BBHIYMCIUTENbHbBIE
MOJYJIH, TOAMCPKUBAIOIINE PA3IUYHbIE TEXHOJOTHH MapaeIbHOTO MPOrPaAMMHUPOBAHHS U PA3IHYAIOIINECS CBOUMHU
BBIYHCIIUTEIBHBIMU XapaKkTepucTukamu. HOBH3HA W HpakTHYeCKas 3HAYUMOCTh IMPEACTABICHHBIX B CTaThe METOJOB H
CPEICTB 3aKIOYAITCA B CYIIECTBEHHOM pAaclIUPEHHH (YHKIMOHANBHBIX BO3MOXHOCTEH CHCTEMBI YIpaBICHHS
BBIYHCIIEHUSAMH KiacTepHoit Grid o pacnpesenenuto u pasaeieHuo pecypcoB Grid Ha pa3HbIX ypOBHSX BBINOJHEHHUS 33184,
HAJWIO0 BO3MOXKHOCTH BCTPAMBAHWSA HWHTEIUIEKTYalbHBIX CPEJACTB YIPABIECHHS BBIYUCICHUSIMH B PO OIEMHO-
OpPHMEHTHUPOBAHHBIC MPHIOKEHHUs. [IpUMeHeHHe MyIbTHATCHTHBIX CHCTEM ISl TUTaHMpoBaHWs 3amad B Grid cmcremax
MO3BOJIMT PEUINTH JIBE OCHOBHBIE MPOOIIEMBl — MACIITAaOUPYEMOCTh M aIalTHBHOCTD. VICIIONb3yeMBIe CETOIHS METOMIBI U
MPUEMBI B HEIOCTATOYHOM CTEIIEHH 00ECIIeUNBAIOT PELICHHE ITHX CIOKHBIX pobiem. TakuM 06pa3oM, akTyaibHa HayIHAs
3ajaya  MOBBIMICHUS  PE3YJIbTATHBHOCTH  METOJOB M CPEACTB  YINpPAaBJICHHS  POBIEMHO-OPHEHTHPOBAHHBIMHU
pacmpeeeHHBIMH  BBIYHCICHUSIMH B KiactepHoil Grid-cucreMe, WHTErPUPOBAHHBIX C TPAJAUIMOHHBIMH MeTa-
IUIAHUPOBIUKAMU UM JIOKAJbHBIMH MEHE/DKEpaMH pecypcoB y3i70B Grid-cucTeMbl, COOTBETCTBYIOIIUMH TEHICHIHIM
PasBUTHS KOHIUEMIMHA MaclITabUPyEeMOCTH U aJaliTHBHOCTH.

KnoueBble clioBa: MyJbTHAareHTHOE YyIpaBieHue; pacrpeneiaeHubie Boraucienus; GRID; knacrepusie Grid;
MYJIbTHAr€HTHOE MOJEIUPOBAHHUE, MHTEIUICKTYaJ bHbIH areHT; MyJbTHareHTHas CHCTeMa; METAaIUIaHHMPOBIIMKH; UMHUTALIOHHOE
MOJIETUPOBAHUE.
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