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METHOD OF COMPUTER SYSTEM STATE IDENTIFICATION
BASED ON BOOSTING ENSEMBLE WITH SPECIAL PREPROCESSING PROCEDURE

Abstract. The subject of the research is methods of identifying the state of the Computer System. The object of research
is the process of identifying the state of a computer system for information protection. The aim of the research is to develop
the method for identifying the state of a computer system for information protection. This article is devoted to the
development of method (boosting ensemble) to increase the accuracy of detecting anomalies in computer systems. Methods
used: artificial intelligence methods, machine learning, decision tree methods, ensemble methods. The results were
obtained: a method of computer system identification based on boosting ensemble with special preprocessing procedure is
developed. The effectiveness of using machine learning technology to identify the state of a computer system has been
studied. Experimental researches have confirmed the effectiveness of the proposed method, which makes it possible to
recommend it for practical use in order to improve the accuracy of identifying the state of the computer system.
Conclusions. According to the results of the research, ensemble classifier of computer system state identification based on
boosting was proposed. It was found that the use of the proposed classifier makes it possible to reduce the variance to 10%.
In addition, due to the optimization of the initial data, the efficiency of identifying the state of the computer was increased.
Prospects for further research may be to develop an ensemble of fuzzy decision trees based on the proposed method,

optimizing their software implementation.
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Introduction

In the modern world, the task of information
security is one of the highest priority goals. It's all to
blame for the losses that any technology area can incur.
These losses can affect even the most distant areas from
information technology. This task is becoming more
difficult every year and is demanding on the accuracy and
speed of performance of methods for detecting threats
and their prevention. [1]

One of the subtasks of our scientific direction is the
identification of the state of a computer system. A
computer system can be defined by a large number of
features: the workload of various components, the
amount of processed memory per second, etc. If we add
to this a huge number of processes that are performed in
processor races, we get a gigantic set of data, factors and
conflicting information that needs to be processed. In
order to find our potential features, it is necessary to
analyze our data and make optimization according to
criteria, perform preliminary data processing. This
approach will improve our training set to achieve low
errors on machine learning methods.

The aim of the research is to develop method for
identifying the state of a computer system using an
algorithm for pre-processing the original data.

Analysis of related works. In [2], a comparative
analysis was carried out on various applied problems
using ensemble methods: Gradient Boosting, Extreme
Gradient Boosting, etc. The results of this considered
work were good enough for boosting algorithms. The
work [3] presents a method aimed at solving applied
problems in the field of medicine and diagnostics.
However, while this model works perfectly in tasks
related to signals and images, for non-uniform data (such
as in the task of intrusion detection) it showed a high
variance error. There are also interesting solutions to the
problems of classifying web pages using boosting
algorithms [4]. Unfortunately, the presented models work

poorly on data with weak correlations, while only a small
amount of characteristics of a computer system have
strong correlations. Therefore, this is a rather high
disadvantage for tasks that are considered by the field of
information protection. The article [5] proposes a
boosting method, specifies the optimization problem for
a special procedure for updating the weights of the
classifiers in boosting. The method is highly accurate, but
consumes a lot of resources for recognition. Given that
the problem of identifying the state of the system requires
frequent analysis and monitoring in almost real time, the
method does not fit the class of problems under
consideration due to performance. A very specific one
was proposed in [6] based on regression boosting
algorithms. This method does an excellent job with tasks
that work online (in real time). But it also has limitations
(in order to protect against overfitting), which makes it is
impossible to obtain high accuracy on the test sample.

As a result of the analysis of relative work, one can
draw attention to the fact that each method focuses on a
specific task and criteria to the detriment of other criteria.
The class of boosting algorithms is able to solve the
problem of classifying the state of a computer system in
order to detect threats, but it needs modification.

Formulation of the problem. Build a model which
is capable of making multiple classification of the state
of a computer system. Basic requirements for such a
model:

e The bias error must be 0%.

e The variance error must not exceed 10%.

e For cases of binary classification, the system
output "-1" means the normal state of the computer
system and "1" - an abnormal state. For multiple
classifications, anything other than zero means a specific
class of threat, anomaly, intrusion, malware family, etc.

e The speed of classifying the state of the
constructed model should not exceed 1 second.
Otherwise, the constructed model will not be able to
process data in real time.
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e The training time is not strictly limited.
However, it should consider the possibility of adding new
data during the week. (behavioral models of zero-day
vulnerabilities).

o Ability to update weights and new factors.

e The developed system should not affect more
than 10% of the operating system resources. (RAM
usage, CPU time, etc.).

e A special data preprocessing procedure is
required to remove anomalies and noise in the training
set.

The input data that are described in the training and
test samples are presented in Table 1.

The input data were examined using statistical
characteristics such as variance, mathematical
expectation, standard deviation. A comparison was also
made between the characteristics for the test sample and
the training sample to balance the data. One of the main
characteristics for machine learning, the correlation
coefficients is presented in Table 2.

As aresult, the input data in a large number of cases
turned out to have a very low correlation (0.0, 0.1). The
training set also contains highly correlated data obtained
as a result of the simplest operations on some criteria. For
example, the calculation of the total CPU workload is the
usual sum of four other criteria.

Table 1 — Lists of input data that are used to describe a computer system

The code Name of Input data Description
A CO0 Percent Disk Read Time System volume (Read only)
B CO0 Percent Disk Write Time System volume (Write only)
C CO Percent Idle Time System volume Idle time
D CQO Percent Disk Time System volume total time (100% - C or A + B)
E D1 Percent Disk Read Time Other volumes (Average, Read)
F D1 Percent Disk Write Time Other volumes (Average, Write)
G D1 Percent Idle Time Other volumes (Average, Idle)
H D1 Percent Disk Time Other volumes ("E + F")
[ Total Percent Disk Read Time All volumes (Cumulative, Read)
J Total Percent Disk Write Time All volumes (Cumulative, Write)
K Total Percent Idle Time All volumes (Cumulative, Idle)
L Total Percent Disk Time All volumes (Cumulative, R+W)
M CPUQ Percent Processor Time First CPU core workload
N CPUL1 Percent Processor Time Second CPU core workload
0 CPU2 Percent Processor Time Third CPU core workload
P CPU3 Percent Processor Time Fourth CPU core workload
Q CPU Total Percent Processor Time Overall CPU workload
R Ethernet Bytes Sent Total number of bytes sent
S Ethernet Bytes Received Total number of bytes received
T Free RAM Memory Unused RAM
U Calculated Percentage Usage Difference between RAM size and T

Table 2 — Correlation coefficients of input data

A |B |c |[D |E |F |G |H |I J K |L |[M [N |O |P
A - | 0.00 [-0.66 | 0.98 | 0.00 | 0.00 [ 0.01 | 0.00 | 0.44 | 0.00 | -0.55 | -0.43 | -0.04 | -0.04 | -0.04 | -0.04
B [000| - [-0.69] 020 | 0.00|0.02[-0.03] 0.00 | 0.00 [ 0.92 |-0.58 | 0.09 | -0.04 | -0.03 | -0.04 | -0.04
C [-066[-069] - |[-079]-0.01[-0.05] 0.11 |-0.01|-0.30 | -0.65 | 0.88 | -0.36 | 0.08 | 0.08 | 0.08 | 0.08
D [098]020[-079] - | 0.00]0.00]0.00 | 000043019 [-0.65] 0.44 | -0.04 | -0.04 | -0.05 | -0.05
E_[0.00|000[-0.00]000| - [010][-0.27 | 1.00 | 0.90 | 0.04 | -0.14 | 0.90 [ 0.00 | -0.01 | 0.00 | -0.01
F 000 002[-0.05]000]010] - [-068]0.14 | 0.08 | 0.42 [-0.37 | 0.13 [ 0.04 | 0.03 | 0.04 | 0.03
G | 001 [-0.03] 011 | 0.00 |-0.27[-0.68| - [-0.30|-0.24 |-0.30 | 0.57 | -0.27 | -0.03 | -0.02 | -0.03 | -0.04
H [ 0.00 | 0.00 [-0.01]0.00 | 1.00 | 0.14 [-030| - [ 0.90 | 0.05 | -0.16 | 0.90 [ 0.00 | -0.01 | 0.00 | -0.01
| [ 044000 [-030] 043|090 | 008 [-0.24] 0.90 | - [0.03]-0.37 | 0.99 |-0.02 | -0.03 | -0.02 | -0.02
J_ | 0.00[092]-065]0.19 004042 |-0.30]0.05] 003 | - |-0.68] 0.13 |-0.02 | -0.02 | -0.02 | -0.02
K [ -055]-058] 0.88 | -0.65 | -0.14 | -0.37 | 0.57 | -0.16 | -0.37 | -0.68 | - |-0.43] 0.05 | 0.05 | 0.05 | 0.05
L [-0.43] 0.09 [-0.36] 0.44 | 0.90 | 0.13 [-0.27 | 0.90 | 0.99 [ 0.13 [ -043| - [-0.02|-0.03|-0.02 | -0.03
M [ -0.04 | -0.04 | 0.08 | -0.04 | 0.00 | 0.04 [ -0.03 | 0.00 [ -0.02|-0.02| 0.05 [-0.02| - | 0.97 | 0.97 | 0.97
N _[-0.04 | -0.03 ] 0.08 | -0.04 | -0.01 | 0.03 | -0.02 | -0.01 | -0.03 | -0.02 | 0.05 [ -0.03] 0.97 | - | 0.97 | 0.97
O [ -0.04[-0.04]0.08 | -0.05| 0.00 | 0.04 | -0.03 | 0.00 [-0.02 | -0.02 | 0.05 | -0.02] 0.97 | 0.97 | - [ 0.97
P [-0.04]-0.04] 0.08 |-0.05]-0.01] 0.03 | -0.04 | -0.01 | -0.02] -0.02 | 0.05 | -0.03] 0.97 | 0.97 | 0.97 | -
1. Preprocessing, decision trees and boosting 1. Processing conflicting information.
ensemble for identifying the state 2. Handling missing values. _
3. Handling anomalous values (strong outliers).

of the computer system

A special data preprocessing procedure can be
represented in the form of 4 parts:

4. Noise handling (weak outliers).
Conflicting information means two or more
samples that are completely coinciding in all criteria and
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at the same time have different output classes. No such
samples were found in the training set used in this study.
However, it is necessary to take into account the fact that
the data is obtained in real time and the likelihood of
collisions is quite possible.

The way to deal with such data is quite simple - to
estimate the probabilities. If conflicting information
tends in most cases (80% or more) to one of the classes,
delete the data that does not include this sample in this
class. If the data does not have such a single class or, in
the worst case, is distributed across classes, such data
must be deleted.

In the process of monitoring the indicators of a
computer system, a failure may occur, due to which some
criteria in the sample are lost. An example would be hard
disk load values. At the time of the request for
information, the system did not have access to it, which
is why an empty string or NaN was returned. In the case
of training, such data is initially not allowed in the
training set. In any case, the system must correctly
process the input data in the classification mode. It is
necessary to store and calculate the average value of each
criterion, and in case of its absence, supply the average
value to the model instead of an empty datum. This
approach will help to avoid a strong distortion of
statistical characteristics (the mathematical expectation
will remain the same).

Strong and weak outliers can be found and removed
from the training set using machine learning methods
such as One-class support vector machines, DBSCAN,
etc. The proposed system uses several methods at once to
detect anomalies. In addition to those already listed, a
standard deviation (coefficient is 3.0) is used to detect
strong outliers or anomalies. The standard deviation is
calculated for each criterion and only if many criteria are
outside the specified range - the sample is considered
abnormal and removed. As a result of such cleaning,
about 15-25% of the data will be eliminated.

In addition to preprocessing the samples, the
proposed solution analyzes the criteria themselves for
optimization. The criteria are not considered in case a
large number of high absolute values of the correlation
coefficients (0.8 or higher). Criteria for which the
variance value is close to zero will also be excluded, as
such criteria are insignificant. The data is also being
scaled to the normalized range (0,1). If such
normalization results in a low variance, the data are
scaled in the range from 0 to 10n, where n starts at 1 and
is increased until the variance has an acceptable value or
the criteria is detected as insignificant and deleted.

Any ensemble has an ordinary element. To solve the
problem of identifying the state of a computer system,
decision trees are used as an ordinary element. Decision
tree is a special case of binary trees and has nodes of two
types: leaf or result node and internal or decision-making
node. The leaf node is a kind of an exit point from the
tree, the result of the model's work, its response. The
decision-making node tests one of the sample criteria for
equality or exceeding a threshold. When the test
succeeds, such a node directs the sample to the next layer
(right branch), which can be either the next decisive
element or the resulting one. Otherwise the sample is

directed to the left branch, which can also be a node of
any type. An example of a tree that stands for an
ensemble is shown in Fig. 1. It should also be noted that,
in contrast to standard decision trees, the proposed
method has a weighted accuracy estimate (1). This allows
such a tree to be used as a boosting element.

N
E=> wly; =41, 1)

i=1
where w; — weight of i-th training sample; y; — actual
classification result for i-th training sample; t; —required

classification result for i-th training sample; N — number
of samples; [y; = t;] — indicator function (2).

Lyi #4;

[Yiiti]={0 yi =t )

is greater than Xa?

is greater than Xb?

Fig. 1. Example of decision tree

The algorithm for constructing a decision tree can
be described by the following actions:

1. Pick a criterion.

2. Find the minimum and maximum values in the
training sample. (left and right border)

3. Find the average value between the maximum
and minimum values and assign it to the threshold point
of the criterion.

4. If the error on both branches is not high, go to
step 6.

5. Determine in which branch the error is greater.
Find the average between the threshold and the border of
the side of the branch and assign it to the threshold.
Assign the old value of the threshold to the opposite
border. Go to step 4.

6. Repeat steps 1-5 for all criteria.

7. Choose the best criterion (with the minimum
value of the error function).

8. Recursively repeat steps 1-7 for the branch with
larger error (unless the error on both branches is zero).
Do the same for the other branch, unless its error is zero.

9. If the current element is the root element and the
error function is zero, the deci-sion tree is built.

The procedure for building a decision tree is rather
complicated, because it pro-vides for work with
heterogeneous data. In addition, such trees can be
controlled using a fitness function and parameters such
as maximum tree depth, programmable stop condition,
etc.

The structure of the proposed boosting algorithm is
shown in Fig. 2. The main idea behind boosting is the
principle of building such an ensemble. The construction
of classifiers occurs sequentially. Initially, equal
weighting factors are assigned to all samples. Then, for
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samples that the tree has not learned to recognize
correctly or has spent too many decisive elements, the
weighting factors increase, while for other samples, they
decrease.

Lo

Decision-making

function
Yi(x
//2()(!//”\/3( X7]‘ '\%
Y1 Y2 Y3 Ym

T |l P T | T

Fig. 2. The structure of the constructed model
of the boosting ensemble

Each tree in boosting has its own weight coefficient,
which depends on the error rate (3):

N
er = ZWi , (3)
o

where e, — error rate of r-th classifier; E — weighted

accuracy estimate.

Expression for classifier weight (4) is used for the
final decision-making based on the decisions of all
elements of the ensemble.

Sr :In((l_er)/er)7 4)

where ¢, —weight of r-th classifier.
To build the next tree, the weights of the training
sample are adjusted (5):
er+l - er egl’[yl ¢tl] , (5)

1

where Wi” — weight of i-th training sample for next

decision tree; w{ — weight of i-th training sample for

current decision tree.
Ensemble decision making for the case of binary (6)
and multiple (7) classification is presented below.

M
D= Sign(z srYr (X)), (6)
r=1

where D — decision of boosting ensemble (complex
result of ensemble); M —number of learners in boosting;
Yy (X) —result of r-th decision tree (classifier);

X — vector of input values.
M
Dy = ¢, [ v (9=k]; D=k, D = mfx(Dk), @
r=1

where  Dy,— weighted decision for k-th class;

[y, (x) =k] - indicator function that checks the equality

of the solution of the r-th classifier and a specific class k;
k — class number.

As can be seen from expression (6), in the case of a
binary classification for the normal and anomalous state
of a computer system, one can make a label for classes -
1 and 1, respectively, and using the sign function to
obtain the final answer. If this is a multiple classification
(7) — for each class, the sum of the weight coefficients of
the classifiers, which recognize the input data as this
class, is considered. The resulting decision in this case is
determined by the plurality principle (the class with the
highest sum of weights is the result) [7].

2. Analysis of results and comparison
with standard models

A software prototype of the proposed model was
developed. Fig. 3 shows a part of the tree, which is an
element of the boosting ensemble. In order to check the
effectiveness of the approach, it is necessary to compare not
only the proposed method with the classical ones. But also
make a comparison with data preprocessing (optimization
of criteria and removal of inconsistent data, filling in the
gaps in information, etc.) and without. The main
characteristics of the methods are bias error value, variance
error value, prediction speed and time spent on training.

As part of the comparison, we use not simple
standard models of machine learning, but optimal ones
(with the best parameters to maximize results). Such
methods are: Optimized Decision Tree, Linear
Discriminant,  Quadratic ~ Discriminant,  Logistic
Regression, Optimized SVM, Optimized Gaussian SVM,
Optimized K-Nearest Neighbors, Weighted KNN,
Random Forest, Ensemble of Sub-space KNN and
Optimized AdaBoost.

Fig. 4 shows a comparative histogram for bias error.
As you can see from the histogram, the special
preprocessing procedure made a positive effect on the bias
error not only for the proposed method, but also for most of
the others, due to the removal of anomalies in the data. The
quadratic discriminant method diverges on both normal and
optimized data. And also the methods of linear discriminant
and optimal AdaBoost were able to converge on sets with
preprocessing. The proposed method (the rightmost bars in
Fig. 4) received the minimum error on the training sample
without preprocessing (only 1 sample was not recognized
correctly) and after preprocessing it showed an error of 0%,
which meets the requirements (the sample was removed,
and of all the data it was the most anomalous sample).

Fig. 5 shows a comparison of the methods for
variance error. The variance error is the absolute value of
the difference between the bias error and the error on the
test dataset (which were not used in training). The worst
result was shown by an ensemble of KNN subspaces
(over 50%). The rest of the methods have clearly
improved the situation with preprocessing. Only
optimized KNN, weighted KNN, logistic regression and
random forest got errors less than 10%. However, some
of them had a non-zero bias error - which is also critical
for the system of identifying the state of a computer
system. The proposed method showed low errors after
preprocessing (0.17%).
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Ethernet_Ethernet_BytesReceived < 2.5591e+0

CalculatedPersentageUsage < 34.6926

Ethernet_Ethernet_BytesSent < 4.47261e+08

3

alculatedPersentageUsage >= 34.6926

FreePhysicalMemory < 2.34116e+06

thernet_Ethernet BytesReceived >= 2.5591e+09

Ethernet_Ethernet BytesSent >= 4.47261e+08

FreePhysicalMemory >= 2.34116e+06

1

Fig. 3. Part of the built decision tree for the boosting ensemble (binary classification)

1 - bias error, %

" without preprocessing

B with preprocessing

60

variance error, %

B without preprocessing

H with preprocessing

037 027

0,530,17

Fig. 5. Variance error comparison

Comparing the performance (Figure 6), it can be
seen that this method is inferior to the standard methods
in prediction rate. However, the requirement for
performance (prediction rate is more than 1 sample per
second) and resource costs are met. This prediction speed
is sufficient to carry out identification of the state of a

computer system in real time. You should pay attention
to two main points. First, the data presented in Fig. 6 are
estimates, and are not accurate. Secondly, the proposed
method has a limitation on the use of processor time,
when other methods could use the processor at maximum
load.
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Fig. 6. Estimated prediction rate comparison

The last comparison was made for an insignificant
characteristic - the training time (Figure 7). It should be
noted that in this work there is no comparative analysis
of the time for additional training. (in these situations, the
training time is much shorter).

100

Unlike the prediction speed, the training time is an
exact value. By using the preprocessing procedure, which
reduced the amount of data and the load on the model
building method, it was possible to accelerate training
by ~ 25 times.

90

80

70

60

50

40

Training time, sec

30

m without preprocessing

B with preprocessing

Fig. 7. Training time comparison

Conclusion

According to the results of the research, ensemble
classifier of computer system state identification based
on boosting was proposed. It was found that the use of
the proposed classifier makes it possible to reduce the
variance to 10%. In addition, due to the optimization of
the initial data, the efficiency of identifying the state of
the computer was increased. The practical significance
lies in the fact that the developed method is implemented

in software and researched during the solution of the real
problem of identifying the state of a computer system.
The experiments confirmed the efficiency of the
proposed method, which makes it possible to recommend
it for practical use as an express method of analysis of the
state of the computer system. Prospects for further
research may be to develop an ensemble of fuzzy
decision trees based on the proposed method, optimize its
software implementation and improve the quality of
classification.
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Merton inenTudikauii crany koMin'l0TepHoi cucTeMu Ha 0cHOBi boosting ancamo.1s1
3 creniajJibHOI0 MPOLEIYPOI0 MepeaodpoOdKH JaHUX

B. B. Yenak, C. 1O. 'aBpunieHko

AnoTanis. IlpenMeToM JOCTIKEHHS € METOIM BH3HAYCHHS CTaHY KOMIT'TOTEpHOI cructeMu. O0'€KTOM JOCIIIKCHHS €
mporiec ieHTUGIKaIii CTaHy KOMITIOTEPHOI CUCTEMH Ui 3aXUCTy iHpopmaiiii. MeTo IOCTiDKCHHS € POo3poOKa METoxy
inentudikamii craHy KOMI'IOTEpPHOI cMcTeMH Ajis 3axucty iHdopmamii. Ls crarrs mpucesiueHa pos3po6ui meroxy (boosting
aHcamOJIb) JUIsl MiJABUILIEHHS TOYHOCTI BHSBJICHHS aHOMaliii B KOMI'TOTEPHHX cHcTeMax. MeToau, 0 BHKOPHCTOBYIOTHCS:
METOJY INTyYHOTO iHTENEKTy, MallMHHE HaBYAHHSA, METOJH JAepeB pimlleHb, aHcamOiaeBi MeTonun. OTPHMAHO pe3yJbTaTH:
po3pobiieHO MeTo[ imeHTH]iKamii KOMITIOTEPHUX CHCTEM Ha OCHOBI OyCTHHIOBOTO aHCAMONIO 31 CHELiaIbHOI IPOLEIYpPOIO
nepenoOpoOku. OTPUMAHO OIIHKY €()eKTUBHOCTI BAKOPUCTAHHS METO/IiB MAITMHHOTO HAaBYaHHS BU3HAYEHHs CTaHy KOMIT'FOTEpHOT
cucremu. ExciepiMeHTaNbHI JOCHTIIPKEHHS MiATBEPIMITH €PEKTUBHICTh 3aIIPOTIOHOBAHOTO METOTY, IO Ja€ 3MOTY PEKOMEHIYBaTH
HOTro JyIsl IPaKTHYHOTO BUKOPHCTAHHS 3 METOIO MiZBUILEHHS TOYHOCTI ieHTU(iKalil cTaHy KOMI'IOTepHOi cucTeMu. BucHOBKH.
3a pesysbTaTaMH JOCIiKEHHsI 3alpONIOHOBAHO aHcamOneBHil Kiacugikartop iaeHTHUdIKalil cTaHy KOMITIOTEPHOI CHCTEMH Ha
OCHOBi OYCTHHTY. BCTaHOBIICHO, 110 BUKOPUCTAHHS 3alpONOHOBAHOrO KiacH(ikaropa A03BOJISE 3HU3UTH MOMUIIKY Variance o
10%. Kpim Toro, 3a paxyHOK ONTHUMI3aIlii BUXiTHUX JAHHUX ITiIBUIICHO MBUIKICTh 1ICHTU(IKAIIT CTaHy KOMITTOTEPHOT CHCTEMHU.
[epcnekTuBamMu MOJANBIINX AOCIIIKEHb MOXKe OyTH po3poOKa aHCaMOII0 HEYiTKHX JIEPEB PIllleHb HA OCHOBI 3aIPOIIOHOBAHOTO
METOY, OTITUMI3allisl IXHBOT MPOrpaMHOi peaizarii.

KawuoBi caoBa: igentudikaiiis ctaHy KOMITFOTEpHOI CHCTEMH, OTPAIIFOBAHHS JaHKX, D00Sting aHcamOuti aepeB pileHs.

MeTtox uaeHTH(PUKAIMHN COCTOSIHUS KOMIBIOTEPHO# cHCTeMbI Ha 0CHOBe D0O0Sting ancamo6.s
C cnenuaJbHON Npoueaypoii nperoopadoTKu JaHHBIX

B. B. Uenak, C. }O. I'aBpusienko

AnnHortanus. I[IperMeToM nHcCcIemOBaHUS SIBISIOTCS METOABI ONPENENCHHS COCTOSHUS KOMIBIOTEPHOH CHCTEMBI.
O0BeKTOM HCCIICIOBAHHUS SIBISICTCS POIECC MICHTH(HHUKAIMN COCTOSHUS KOMIBIOTEPHOH CHCTEMBI ISl 3aI[UTH HH(OpMAIHN.
Ilenbl0 uccienoBaHus sIBISETCS pa3pabOTKa MeToJa HICHTH(HUKAIMH COCTOSHUS KOMIBIOTEPHOW CHCTEMBI JUISl 3alllUTHI
uHpopManuu. JlaHHas cTaThs MOCBsinieHa paspaborke merona (DOOSting aHcamOGib) ISl TTOBBIMICHHS TOYHOCTH OOHAPYKEHHSI
aHOMaJNil B KOMITBIOTEPHBIX crcTeMax. Mcmoab3yeMble METOABI: METOBI HCKYCCTBEHHOTO MHTEIUIEKTa, MalIMHHOE 00y4eHHe,
METOJIbl JIepeBbeB pelIeHU, aHcamOieBble Meroabl. IloydeHBI pe3yabTaThl: pa3paboTaH MeTo] HIACHTU(HUKALMN
KOMITBIOTEPHBIX CHCTEM Ha OCHOBE OYCTHHIOBOTO aHCAMOJISI CO CIIENHAIBHON Mpouexypoit mpenodpaboTkn nanHbX. [lomydena
oneHKa 3(PEeKTUBHOCTH HCIOJIB30BAaHUS METO/IOB MAIIHHOTO O0YUYEeHUS TSI OIPE/ICNICHHUSI COCTOSIHHS KOMIIBIOTEPHON CHCTEMBI.
OKCIIepUMEHTANIBHBIE HCCIIEOBAaHUS MOATBEPAMIH 3P (HEKTUBHOCTS MPEATIOKEHHOTO METO/Ia, YTO MO3BOJISIET PEKOMEH/J0BATh €T0
JUTSL TIPAKTHYECKOTO MCHOIB30BAHMS C IIEJIBIO ITOBEIIIEHHS] TOYHOCTH ONPEISNICHIS COCTOSIHUS KOMITBIOTEPHOI ccTeMEl. BHIBOABI.
[To pe3ynbTaTaM HCCIeIOBaHMUS MIPE/IOKEH aHCaMOIeBbIH Ki1acCH(PUKATOp HASHTU(GUKAINKE COCTOSHHSI KOMITBIOTEPHOI CHCTEMBI
Ha OCHOBE OYCTHHTA. Y CTaHOBJICHO, YTO HCIOIB30BAHKE MPEUIOKEHHOT0 KiIacCH(pUKaTopa Mo3BOJISIET CHU3HUTh OIMOKY variance
1o 10 %. Kpome Toro, 3a cyeT ONTUMH3AIMH UCXOIHBIX JAHHBIX MOBBIIIEHA CKOPOCTh OMPEISIICHUS] COCTOSIHUSI KOMITBIOTEPHON
cucteMsbl. [lepcrekTHBaMH JabHEHIIMX MCCIIEOBAaHUI MOXKET OBITh pa3paboTka aHCaMOJs HEYSTKHUX JIePEBbEB PEIICHHH Ha
OCHOBE IIPETI0KEHHOI0 METOa, ONTUMU3ALUS X IPOrPAMMHON peanu3aliy.

KnwueBbie cJ0Ba: WACHTU(DHUKALKS COCTOSHHUS KOMIIBIOTEPHON CHCTEMBI, 00paboTKa HaHHBIX, DOOSting aHcamGin
JIepPEBbEB PELLCHUMN.
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