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Abstract. The subject of research in the article is the models and methods of resources load forecasting in cloud computing
systems using the mathematical apparatus of neural networks. The aim of the work is increasing the efficiency of computing
systems resources usage (such as RAM, disk space, CPU, network) by developing methods of resources load forecasting. The
article addresses the following tasks: development of an integrated approach to the problems of resources load forecasting within
cloud computing systems, which includes the synthesis of a combining forecasting neural network; development of a forecasting
neural network model based on Elman neural network; development of a method for training a neural network based on an
artificial immunity algorithm; evaluation of the effectiveness of the developed method. To solve the set tasks, the approaches and
methods of artificial neural and immune systems were used, as well as methods of theoretical research, which are based on the
scientific provisions of the theory of artificial intelligence, statistic, functional and systemic analyzes. The following results were
obtained: on the basis of the analysis of resources load forecasting methods in cloud computing systems, the main results of the
methods were revealed, the advantages and disadvantages were demonstrated. On the basis of the research results analysis, the
necessity of improving analytical methods for forecasting the load has been proved. The method of computing resources load
forecasting in cloud computing systems has been improved, which makes it possible to obtain more accurate assessment results
and prevent overloads in cloud computing systems. The results obtained are confirmed by the experiments carried out using the
means of the infrastructure of private infrastructure services. Conclusions: improved the resources load forecasting method

based on the mathematical apparatus of artificial neural networks to improve the efficiency of their usage.
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Introduction

In the modern world, the volume of data being
operated is increasing. Initially enterprise programs
were deployed on a physical server and vertical scaling
was used for them. As a result of this physical server
scaling, physical resources were added (for example,
RAM, HDD, CPU). However, this approach to scaling
has come across the problem of the motherboard and
processor frequency physical limitation. The next stage
in the development of enterprise application
administration was horizontal scaling. At the same time,
the clustering approach was used for servers. This
approach was a short-lived success, as the amount of
resources operated was used inefficiently. In addition,
with a lack of resources, it was necessary to quickly buy
a new hardware, which was not always possible.

An alternative approach to the such systems
administration development was the presentation of the
cloud computing systems development. Giant corporations
such as Amazon, Microsoft have made their data centers in
which you can rent the necessary resources amount. The
volume of resources to be operated varies almost
instantaneously. And at present, this approach is a trend.
However, it is increasingly problem for vendor companies
to efficiently allocate resources of cloud computing
systems (CCS) between virtual machines. One approach to
solving this problem is to forecast load change. In turn, this
should avoid unwarranted migration of virtual machines
during a short-term server overload.

Analysis of recent research and publications.
Existing forecasting methods are divided into five main
groups [4]:

1)  heuristic forecasting methods;

2) mathematical methods and
spatial extrapolation;

3) methods of modeling development processes;

4) logical and structural methods of artificial
intelligence.

For a similar task, article [1] described the solution
to the problem of predicting resource consumption in
CCS using the exponentially weighted moving average
(EWMA) method. However, this method, like other
statistical forecasting methods, allows for significant
simplification and does not allow identifying implicit
patterns, which leads to low accuracy of forecasts when
analyzing the complex systems behavior.

Based on the principle of "necessary diversity" by
W. R. Ashby [2], since the cloud system is a complex
system [5] with an extensive set of indicators, methods
that take into account the full variety of available
parameters are needed to predict its behavior [6]. In this
regard, the application of a forecasting model based on
artificial intelligence methods, in particular, artificial
neural networks, is justified. This networks have proven
to be good for predictive tasks by the following reasons:

1) the ability of artificial neural networks to carry
out multivariable forecasting taking into account the
urgency of forecasted processes;

2) artificial neural networks forecasting speed,
achieved by maximum parallelism of the information
processing;

3) insensitivity to lack of a priori dynamics
information compensated by precedent information;

4) ability to process data presented in different
scale types by reducing to a logical scale without
compromising predictive speed;

5) ability to solve poorly formalized problems by

of temporal
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identifying implicit analogies of observational protocol
precedents;

6) "Holography" or the ability to preserve
properties when a randomly selected part of artificial
neural networks is destroyed due to complete
connectivity and a large number of artificial neurons;

7) ability for further training. Input information
can be used to further train the forecast model without
having to modify it for new conditions adapting [10];

8) possibility of forecasting jumps and events not
previously observed in the training sample of the
observed object.

Among the variations of neural networks, Elman
networks should be distinguished as promising [1] when
using resource allocation and their forecasting in CCS.

For training the Elman network, the reverse error
propagation method is traditionally used. However, this
method is inevitably characterized by a high level of
error, which significantly reduces the accuracy of the
neural network forecast [12].

Another common approach is to use genetic
algorithms to match optimal network weights. The use
of genetic algorithms for Elman network training is
described in detail in [1]. However, this approach has
two drawbacks: firstly, for a genetic algorithm, the
probability of finding a locally significant solution is
high, this can lead to the incorrect forecast; secondly,
the genetic algorithm is quite resource intensive and
cloud computing system indicators entire set analysis
can lead to a time increase in the significant calculation
of weights for each network [11], which again can lead
to an unacceptable delay in forecasting the functioning
parameters of the CCS and by this way decrease the
resource allocation process efficiency [12].

A variety of evolutionary algorithms are artificial
immune systems (AIS). Among the AIS advantages, it
should be noted high execution speed, which is
especially relevant for the solved problem due to the
large number of simultaneously analyzed parameters
[10], as well as a lower probability of finding locally
optimal values compared to genetic algorithms.
Artificial immune systems are successfully used for
machine learning [6-8].

The aim of the article. In order to effectively
balance the CCS load, it is necessary to evaluate how it
will change over time, since, based only on the current
load, it is quite difficult to prevent a lack of resources -
we can only eliminate it in fact. Moreover, in some
situations, the virtual machines migration is not required
and only increases the cost of computing resources for
migration. Literature analysis showed the promise of
using neural networks to the CCS load change forecast.
Thus, the purpose of the work is to improve the existing
forecasting algorithms load wvariation based on the
Elman neural network.

Materials and methods

Solving the problem of the predicting load
variation method in CCS wusing artificial neural
networks is divided to the following stages [7]:

— initial data collection and presentation in a
single form in precedents table;

— synthesis network
architecture;

— forecasting model synthesis by the neural
network train on training sample situations;

— obtaining a forecast for the required advance
period;

— forecast model verification according to the
selected criterion.

We need to use a set of statistics to predict the
actual state of CCS resources over a time interval [10].

The forecasting neural network model should be
able not only to continuously process the CCS technical
state (TS) dynamic parameters large number [10],
forecast background factors, but also to take into
account heterogeneous information about the current
and planned operating modes of the cloud computing
system. The neural network forecasting system, in turn,
should take into account information about the system
logic, as well as expert information. To solve the
problem of forecasting, it is necessary to take into
account a large range of parameters that can be
decomposed into the following types [8]:

— information about the object TS previous
dynamics;

— information
background dynamics;

— information about object elements reliability;

— expert information;

— morphological information (information about
precedents);

— additional information about operation logic of
the object and its elements.

At the same time, the input values are a set of
indicators and characteristics for each CCS host over the
last day with a time interval of 5 minutes. This value
was selected because the specified time interval is
usually sufficient to perform a virtual machine live
migration. Such characteristics include:

e Static host:

= CPU characteristics Io-p;;: Fepy - CPU

CPU
- L2 cache capacity, Fy;pg -

of forecasting neural

about the object forecast

clock frequency, Ncpy - CPU number, N,

cores number, V., ..

count of millions integer operations per second,
Fyrrops count of millions floating point operations

per second.
* RAM characteristics 1,,,,,: V,

mem

- RAM clock frequency, N,

channel ~

- RAM
capacity, F,.,
RAM channel; Disk subsystem features [y (drive

type); Network subsystem characteristics /,,,, (network

bandwidth).
e Host dynamic characteristics (load indicators):
= CPU load for i core

E 1

cPU :{LZCPUH sLepy,, ""LZCPU[:n ¥
* RAMload L, : {Lmem,:1 ,..,Lmemt:n} ;

* disk subsystem load Ly {L; oo Lyy 1

= disk subsystem response time
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e network load on each j-th network interface
Joooap) J J .
L"W : {Lnettzl ’Lnettzz t Lnet,:n i
e network response time on each k-th network

. k .k k k
interface 7., :{T,, et T, oy T, -

The output values are dynamic load indicators
forecast values.

Cloud computing systems load modeling using a
hybrid approach. Obtaining an accurate forecast in a
computational environment with dynamically changing
parameters is a non-trivial task. Existing approaches are
not sufficiently accurate and do not satisfy the
requirements. Thus, a load analysis and forecasting
algorithm was developed that allowed to obtain more
accurate estimation results and ensure the cloud
computing systems congestion prevention.

To this end, a CCS load prediction model has been
developed with a hybrid approach usage. Based on the
proposed approaches, a hybrid algorithm for load
balancing in the cloud computing system has been built,
which has confirmed its effectiveness. The generalized
algorithm scheme includes solving clustering and
forecasting problems and contains of the following steps:

— obtaining historical values of dynamic cloud
parameter x; per day;

— performing parameter values clustering using
c-means values. The output is a set of C clusters;

— artificial neural network synthesis and training
for each cluster. The output is a set of C neural
networks;

— neural network-cluster pairs selection with
the lowest mean square error 6, ;

—  obtaining a forecast parameter x; value using

the selected neural network-cluster pair.

In the algorithm first step, historical data on the
indicator values (load) is clustered using the basic
algorithm of fuzzy c-means (FCM) [9]. This is
necessary in order to more accurately classify the
current situation and thus improve the forecast
efficiency [10]. The clustering algorithm input uses load
patterns extracted from historical data using the
overlapping floating window method [10], the essence
of which is to identify similar trends in changing
parameter values in historical data. Thus, during the
algorithm operation, a set of clusters is forming, united
by the similarity of load [8].

In order to forecast the load, an Elman neural
network is used for each resulting cluster. It has quite
high flexibility due to the fact that the number of Elman
network contextual neurons is determined not by the
output dimension, but by the hidden neurons number,
which, in turn, made it possible to adapt the Elman
neural network to solve a specific practical problem [1].
At the same time, the network is configured using the
artificial immunity algorithm (AIS-WEIman [7]) using
the available historical values in the cluster. To perform
the forecast, such a neural network-cluster pair is
selected, for which the forecastion error is minimized.

In this algorithm, L data points are given for each
CCS host each dynamic characteristic on the timeline:

S,,8, € R,n=1,2,..,L. The end goal is to forecast the
value s;,;, that is, the next characteristic value in the

timeline. Clustering and forecasting using the FCM

algorithm and AIS-WEIman networks occurs as follows:
— overlapping fixed-size sliding window is used

to highlight the values sequences sp,..,s; of the next

dynamic characteristic x; (load on the cloud i-th

component). This reveals similar load patterns;
— Dbased on identified patterns, N data points are
created with a d -dimensional vector x;, where

Xj :{51’523--’Si+d+1}GRJ!:LZ,..,N, where

N=L-d+1;

— Elman networks creation for each cluster by
clustering N data points in C indistinct sets, i.e.
member u compliance degree definition for each
sequence values s of characteristic x;, 0<u;. <1 in

different clusters of ¢, 1<c¢<C, so ZCC:l u, =1;

— forecasting dynamic characteristic value
obtaining x; for each cluster using an Elman network.

Each Elman network is trained using an artificial
immunity algorithm using data point values within each
cluster;

— calculation of the forecasting mean square error
o sk for each neural network-cluster pair of the Elman

network and network with the lowest mean square error
selection;
— parameter s;,; forecasting value calculation

using the selected network;

— go to the next parameter.

Load forecasting is performed separately for each
of the host dynamic parameters. The forecasting
algorithm input value is a vector of historical data about
this parameter i-th value (for example, the load of the
first host first CPU core

L }.

i g i
LCPU '{LCPUtzl ’LCPUtzz > TCPUy

It is worth noting that different parameters values
forecasting can be performed simultaneously.

Load clustering based on fuzzy c-means
algorithm. Clustering is a method of multivariate data
points collections separating into significant groups,
where all group members have similar characteristics,
and data points between different groups are not similar
to each other. Clustering is widely used in various tasks,
such as marketing research, image segmentation,
biological species determination, and urban planning.
Classical clustering methods, such as k-means and c-
means, operate on clusters with a clear division, that is,
each object belongs strictly to the one group. This
property makes such clusters impractical for real
applications, since many objects class attributes may be
fuzzy, especially for multidimensional data analysis [3].
Fuzzy clustering is a method that allows to determine
the samples similarity to each other degree and organize
clusters by similarity. Thus, fuzzy clustering methods
allow to build a more adequate load model in a cloud
computing system.
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However, most conventional fuzzy clustering
techniques, such as fuzzy c-means and fuzzy k-means,
can only operate on linearly separated data points in the
observation space. These cloud computing system
resources loadings are multidimensional, therefore have
to be subjected to basic nonlinear transformation @ .

Let X ={x;,x,,..,x,} is a set of historical data size N

in d -dimensional space R? , @ - nonlinear function of
this entrance space and multidimensional space H
display: ®:R? — H,x — O (x).

The input data for clustering is historical data
about load on each of the cloud computing system
resources. The basic fuzzy c-means algorithm (KFCM)
can divide a set of historical data into C clusters by

minimizing the distance index using the mapping
function @ in the observing space:

C N
: — p
minJ ey = 2D Ul
c=li=1

C
Dol =12, N, 2)

where u[fz is the membership of the data point x; in

2
)

CD(XZ)—(DVL

where

cluster ¢, defined in the range [0,1], as well as the ic -

th member of the membership matrix U, p is a

number that determines the cluster

| (x)-

fuzziness;

2. . .
is the distance between x; and centroid

Ve

v, in a given multidimensional space with the mapping
function @ . of Cluster ¢ centroid in the mapped space

is obtained by:

cDVc: jl.]c /2]1]0' Q)
The distance ”CD(xi )=, * in space is calculated as:
2
N »p O x
“q)( (DVC 2: CD(xi) Z"JINJ—C() =

>
S ols)
ij:l”fc
Zely) Ehedely)
Z,N:ch Zﬁilufc '
Y Zivl %/q)(x/) Zm 1zn 1 Ve e
2 1 2t Lot Whehe

where K;; =K (xi,x 1') is the basic function. The radial

=0(x;) O (x;)-2-®(x;)
“)

base function (RBF) is used because it is proven to be
the most efficient [1]. By minimizing the equation using
the E-M algorithm with the restriction U , we obtain:

N
Vc:z, 4 ll;K xl,vc /Zl 4 llZK x v) &)

(1/(1—K(x- v, )))%l"l)
uy, = ©)
Z (171K (x,v,) /p 1)

where ¢=1,2,..,C, i=1,2,.,N.

Thus, with the fuzzy c-means mathematical
apparatus help, it is possible to obtain an intermediate
result used in the subsequent forecasting process.

Cloud computing system load forecast using the
Elman network. Elman neural network is a partially
recurved neural network model, first proposed by Elman
in 1990 [11]. It represents something between a multi-
layered perseptron and a purely recurring network.
Unlike the forward propagation cycle, the hidden layer
and the output layer with variable weights connecting
the two neighboring layers, the backward propagation
cycle uses a context layer, which is sensitive to the input
data history, so the connections between the context
layer and the hidden layer are fixed. The Elman network
dynamic characteristics are provided only by internal
connections, so the network does not need to transmit
the state as an input or training signal.

To solve the problem, a modified Elman network
is used to CCS parameters future values forecasting
[11]. Fig. 1 shows the modified network structure.

outpat
nodes

hidden
noedes

context
nodes

W2

input
nodes

Fig. 1. Modified Elman Network “4)

;;;;;;;

The modified Elman network differs from the
original one in that it has dedication connections with
fixed gain o in context nodes. Thus, the context nodes
output value at time ¢ is:

xck(t):o“xck(t_1)+Hk(t_l)’ ™)
where x (1—1) and H (1—1) are the outputs of the
k -th context nodes and k -th hidden nodes respectively,

(x(0<a<1) is a gain in the internal connections

dedication. There are n input layer nodes, m hidden
and context layers nodes, as well as » output layer
nodes. x;(¢) are inputs at time 7, and y,(¢) are
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outputs, respectively, W-l(t), Wl/2 (1), W% () are

1 1

weights between the hidden and output layer, the input
and hidden layer, the hidden and context layer

respectively.  The  modified Elman  network
mathematical model the can be represented as:
m
OEONAGHEAGE ®)
i=1

()= o((h (1) =5 (1)) a; (1)) . )
B (0)= 2" W (1) (r-1)+

tay Wi (t=1)-(xp (. =1)+ Hy (£-1)),

(1) is the

(10)

where a;(¢) is the expansion factor, b,

translation factor.

CCS functioning parameters forecasting neural
network system generalized block diagram is shown in
Fig.2. It reflects the following basic information
processing steps: CCS operation current parameters
measurement; indicators historical values collection; load
classification according to suitable clusters; decisive rule
implementation based on the neural network.

initial cloud
ing system

historical valoes
aggregation

chustered data

nY . ¥
Fig. 2. CCS functioning parameters forecasting neural
network system

Thus, to solve the selecting weight coefficients
problem in Elman forecasting networks the artificial
immune systems usage is justified. Artificial immune
systems, along with genetic algorithms, are the
evolutionary algorithms form; the principle of their
work is similar to the mechanisms for adapting the
human immune system to changing external factors. It
has been proved that artificial immune systems, as a
rule, are characterized by less convergence time than
genetic algorithms, as well as their use significantly
decreases the probability of finding locally significant
solutions [1].

Solving the Elman neural network training
problem with the artificial immune system help. The
studies [10] of artificial neural (ANS) and immune
(AIS) systems made it possible to distinguish their
distinctive features, presented in Table 1.

As can be seen from the above table, AIS building
concept and principles differ markedly from the ANS
building concept and principles, primarily due to the
greater variety (variability) of immune defense
mechanisms, since the goal set for the AIS is extremely

complex - to ensure the self-preservation (survival) of
the observed system in an aggressive (hostile) external
environment.

Table 1 — Distinctive features of AIS and INS

Artificial immune Artificial neural
system network
Basi e
asic LymthCytes and Artificial neurons.
elements antibodies.
Isn’t strictly fixed, their | Number of neurons
Elements . . Lo
¢ position changes and their location is
coun dynamically. fixed.
Network Self-orgamzathn and Largely depends on
behavi behavior evolution of the accepted
chavior are characteristic. algorithm.
Interaction ,
Isn’t constant and can Is constant and set
between d .
ynamically change. when connected.
elements
Mana- There is no centralized A 51ngle rpechamsm
¢ management for adjusting connec-
gemen & ) tion weights is used.

According to modern ideas, the functioning of the
human immune system is based on the principle of
comparing some "patterns” with bodies that have fallen
into the body and detecting differences between them.
The mechanisms of innate and acquired immunity are
used as basic protection mechanisms. Innate immunity
has little specificity and is based on the devouring and
destruction of foreign bodies by macrophages and white
blood cells. At this stage, only known pathogens are
recognized and destroyed, the knowledge of which was
acquired by the immune system in the evolution
process. The acquired immunity is responsible for the
recognition of specific "strangers" (molecules (antigens)
not known to the system in advance), and is associated
with the activity of lymphocytes - cells that play the
above-mentioned patterns role. The total number of

lymphocytes in the human body is about 2x102; by
cell weight the human immune system is comparable to
the brain. Lymphocytes are carried by the body through
the lymph nodes, constantly moving and thus
controlling the body as a whole, and not its individual
areas. Each type of lymphocyte is responsible for
detecting some limited number of antigens.

There are two main groups of lymphocytes: B-
lymphocytes and T-lymphocytes. B-lymphocytes
produce antibodies - special proteins from the
immunoglobulins class that bind to antigens and prepare
them for subsequent destruction. For successful
operation, the immune system must generate a huge
number of diverse antibodies capable to contact with
any molecule. T-lymphocytes, like B-lymphocytes,
initially originate in the spinal cord, after which they
enter the thymus - an environment rich in the body's
own antigens. T-lymphocytes do not produce free
antibodies. There are several types of T-lymphocytes:
T-helpers - cells that recognize foreign bodies, and T-
killers - cells that destroy antigens identified by helpers.

An important mechanism of the immune system is
negative selection. This process essence is that T-
lymphocytes located in large quantities in the thymus
interact with each of their own antigens, and if the T-
lymphocyte "recognized" its own antigen, i.e. reacted to
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it as if it was a foreign cell, then lymphocyte is
removed. Thus, lymphocytes "learn" not to respond to
their own cells in order to recognize only foreign
antigens in the future. Thus, negative selection creates
"patterns" containing the information that is absent from
the body, and if some body fits this pattern, it means
that it is clearly "alien".

Another equally important immune response
mechanism underlying immune system behavior is the
clonal selection mechanism. According to this
mechanism, if any of the B-lymphocytes detected a
certain antigen, then the cloning process of the
corresponding lymphocytes is immediately activated.
The more antigens of this type enter the body, the more
corresponding B-lymphocytes are formed, which
produce antibodies responsible for these antigens
destruction. High degree of lymphocyte and antigen
affinity increases its cloning intensity and decreases
lymphocyte mutations intensity. Lymphocytes with the
greatest affinity degree are preserved in the form of
long-lived memory cells. The life of the remaining
lymphocytes is short. Thus, clonal selection provides a
kind of B-lymphocytes (and their corresponding
antibodies) natural selection: only those, that fit this
antigen as much as possible, - survive. The AIS is based
on the following natural immune systems properties:

— recognition. The immune system is able to
recognize and classify different molecular structures and
respond selectively to them. Recognition of one's and
another's [5] is one of the main tasks solved by the
immune system;

— diversity. The immune system uses a
combinatorial mechanism (genetically conditioned
process) to form many different lymphocyte

configurations to ensure that at least one lymphocyte in
the entire population can interact with any
predetermined (known or unknown) antibody;

— training. The immune system evaluates the
structure of a particular antigen using its random contacts
with cells constituting this system. Training consists in
changing the lymphocyte concentration that occurs in the
primary response (as a result of the first contact with the
antigen). The immune system ability to learn is mainly
embedded in the mechanism of clones’ replenishment,
leading to the new immunocompetent cells formation,
taking into account the system current state;

— memory. Using short-term and long-term
immune memory mechanisms, the immune system
maintains an ideal balance between resource savings
and function performance by maintaining minimal but
sufficient memory of previous antigen contacts;

— distributed search. In essence, the immune
system is a distributed system. Immune system cells,
mainly lymphocytes, are continuously recycled through
the blood, lymph, lymphoid organs and other tissues. In
the case of encountering an antigen, they carry out a
specific immune response;

— self-regulation. The immune system has the
property of self-regulation. There is no central organ
that controls the immune system functions. Depending
on the method of penetration into the body and other
antigen properties, the immune response regulation can

be both local and systemic;

— threshold mechanism. Immune response and
multiplication of immunocompetent cells occur only
after overcoming some threshold depending on the
strength of chemical bonds;

— co-stimulation. B-lymphocyte activation is
tightly controlled by an additional stimulating signal.
The second signal (from helper T-lymphocytes) helps to
ensure tolerance and distinguishes between a serious
threat and a "false call" (i.e., dangerous and non-
dangerous antigens);

— dynamic protection. The immune system not
only detects and removes antigens from the body, but
also participates in the body self-maintenance process in
a dynamically changing environment by interactions
between lymphocytes and antibodies. Thus, the immune
system has a methodology for solving dynamic rather
than static problems in an unknown and hostile
environment. The following actions are used to build
the training AIS: immune cells set generation
(antibodies); generated antibodies cloning (ancestors);
bowed antibodies growing (hypermutation analogue);
antibodies and reference values interaction assessment
(antigens); antibodies with a similarity or adaptability
low value getting rid (lymphocytes).

The antibody population is initialized with binary
strings representing the Elman neural network weights
and displacements. Weights are calculated using the fit
values. Fitness is calculated as follows:

ﬁtnessj (k)zl/(1+e(t)2), (11)
where e is the error value during ¢ ;
e(t)=y(1)-d (), (12)

where y is the forecast result and d is the expected

result at time ¢.

Each antibody from the initial set is cloned several
times to create a temporary clone population. The
number of each antibody clones is calculated as follows:

NOﬁtnessj (k)/zi]ilﬁtnessj (i), (13)

where N is the number of antibodies of the same type,
fimess (k) is the value of the adaptability function of

the k-th antibody relative to the j-th neuron. This

clone population is designed to carry out the process of
growing up through the hypermutation mechanism.
Hypermutation is carried out based on the similarity
degree value: the lower it is, the higher the
hypermutation coefficient, and vice versa. The number
of bits to be hypermuted is calculated as:

Ve max( fitness’ ) — fimess’ (k)

max( ﬁtnessj ) — min( ﬁtness[ )

(14)

A new antibody population of the same size as the
original is then selected and the operation is repeated
until the desired weight values are achieved.

Thus, an algorithm is obtained that is effective for
training the Elman neural network and combines all the
advantages of artificial immune systems.
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Research results and discussions

Two well-established approaches are proposed to
evaluate the prediction results - the analysis of mean square
error ( 6455 ) and the mean absolute error (6,4 ) [7]-

ouse =X (=1 [T (9)

h
orar =2 vl (16)
where 7, is the parameter forecast value, y, is the real

value, 2 is the number of time points whose forecast
value should be calculated (in our case A =1).

The training sample consisted of 300 examples, in
which the number of instances varied from 2 to 1000,
the number of servers from 1 to 100. The mean square
error averaged for all training examples was 0.042. The
average absolute error averaged for all test examples
was 0.4. The mean square error and mean absolute error
measurements for each forecasting method are shown in
Fig. 3. The results of the error comparison with other
forecasting algorithms for 15 randomly selected
measurements are shown in Fig. 4. Thus, the proposed
method of forecasting the change in host load in the
cloud computing system allowed planning to reallocate
cloud resources in order to increase their use efficiency.

0,2
0,18
0,16
0,14

0,12
0,1
0,08
0,06
0,04
0,02
0

ANFIS EWMA AIS-WEIman

W sigma(MSE)  ® sigma(MAE)
Fig. 3. Existing and developed (AIS-WEIman) forecasting

algorithms efficiency comparison on the mean square and
mean absolute error calculation example

30 : ;
~UABAH. AhHd
AaahanHg
0 Bl 28l 2Bl ZBlZ6l7Bl7

12 3 4 5 6 7

mActual CPU load  r2AIS-Welman mANFIS i EWMA

Fig. 4. Forecasting algorithms comparison results. Abscissa -
CPU usage, %. Ordinate - experiment number

Conclusions and prospects
for further development

1. A system analysis of existing forecasting the
load on CCS resources methods has been carried out.
The main differences in forecasting features, advantages
and disadvantages of methods were identified. The
forecasting method and algorithm based on Elman
artificial neural networks selection for further
improvement is justified.

2. A method for forecasting the CCS resources
load has been developed, which hallmark is the use of the
fuzzy c-means method for clustering historical data, as
well as the use of artificial immune systems for training
the neural network, which provides high accuracy in
predicting the functioning parameters of a distributed
computing complex taking into account the dynamics of
their change. To improve forecasting efficiency, an
approach based on artificial immune systems has been
applied, which provides increased efficiency.

Resource load variance forecasting algorithm
creation has resulted in significant improvements in
cloud utilization efficiency, as well as in the ability of
cloud computing systems to run new instances with
minimal degradation in the already running applications
performance.

The further research direction is to improve the
decision-making system in order to obtain more
accurate results of forecasting the CCS resources load.
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Po3poOka MeTOXy NPOrHO3yBAHHS 3MiHM HABAHTAKEHHSI PECYPCiB B CHCTEMAaX XMAPHHX 004YHCIEHb
B. B. aBunos, /1. C. I'peGeHtok

AnoTtaunis. [IpeaMeToM IOCTIKEHHS B CTaTTi € MOJEINI i METOIM MPOTHO3YBAaHHS HABAHTA)KCHHS B YMOBAaX XMapHHX
0o0YHCIIeHh 3 BHKOPHUCTAHHSAM MaTEMaTHYHOTO amapary HEHpOHHHX Mepek. MeTow poOoTH € MiABUIIEHHS e(EeKTHBHOCTI
BUKOPHCTAHHS PECYPCiB CHCTEMax XMapHUX OOYMCICHb (TaKuX, SK OlepaTHBHA Iam'sTh, QUCKOBHil mpocTtip, LIITY, Mepexa)
HUIIXOM PO3pOOKH METOJIB IPOTHO3YBaHHS BHKOPHUCTAHHS HABaHTAXCHHS pecypciB. Y CTarTi BUPIIIYIOTBCS Taki 3ajaadvi:
po3pobka KOMIUIEKCHOTO IiJXOAy N0 3aBJaHb NIPOTHO3YBaHHS HaBaHT)XEHHS PECypCiB XMapHUX CHCTEM, IO BKIIOYAE B cebe
CHHTE3 KOMOIHOBAHOT MPOTHO3YI0401 HEHPOHHOI Mepeki; po3pobka MPOrHO3HOT HelpoceTeBOT Mo el Ha 6a3i HEHPOHHOT MepexKi
Enmana; po3poOka MeToxy HaBYaHHs HEHPOHHOI MEpexi Ha OCHOBI aJrOPUTMY IITYYHOTO IMYHITETY; OLIHKAa e(eKTHBHOCTI
po3pobieHoro Meromy. Jlyist BUpILIEHHS [OCTaBICHHMX 3aBIaHb OyJM BUKOPHCTAHI MiJXOAM i METOAM LUTYYHHX HEHPOHHMX Ta
IMYHHUX CHCTEM, a TaKOXX METOAW TEOPETUYHUX IOCITIDKEHb, SKi 3aCHOBAaHI Ha HAYKOBHX IIOJIOKEHHSAX TEOpii MITY4IHOTO
IHTENEKTY, CTATUCTUYHOTO, (YHKI[IOHAIFHOTO 1 CHCTEMHOT0 aHami3iB. OTpUMaHi HACTYIIHI pe3yJIbTaTH: HAa OCHOBI IIPOBEACHOTO
aHaNi3y METOJIB IMPOTHO3YBAHHS PI3HUX HABAaHTAKCHb B CHCTEMax CHCTEM OOYMCIICHb OyJIM BHSIBJICHI OCHOBHI OCOOJIMBOCTI
ICHYIOUMX METOIB, NPOJIEMOHCTPOBAaHI iX mepeBaru i Henomikd. Ha OCHOBI IpOBENEHOrO aHANi3y Pe3yJbTaTiB JOCHIIKEHHS
JIOBEJICHO JIOLUIBHICTh BJIOCKOHAJEHHS aHAJITUYHMX METOMIB NPOTHO3YBAaHHS HABaHTAXKEHHS. YJOCKOHAIEHO METOX
NPOTHO3YBAaHHsS HAaBaHTKECHHsS OOYMCIIIOBAJIBHUX PECYPCiB B CHCTEMaxX XMAapHUX OOYMCIICHB, IO JO3BOJSE OTPUMATH OLIBII
TOYHI Pe3yJIbTaTH OLIHKH 1 3a0€3MeUNTH [IepeBaHTAXEHb B CHCTEMax XMapHHX 00uncieHb. OTprMaHi pe3yJIbTaTd MiATBepAKeH]
NPOBEJICHUMH CKCICPUMEHTaMH TP BHKOPHCTaHHI KOIUTIB iHQPACTPYKTYpH MPUBATHHX iHQPACTPYKTYPHHUX CEPBICIB.
BHCHOBKH: yJOCKOHAJEHHS METO/LY IPOTHO3YyBAaHHS HABAaHTAXCHHA Ha 0a3y MaTEMAaTHYHOrO amapaTy ITYYHUX HEHPOHHHUX
Mepex. 3a0e3NeUnTH IaHyBaHHS PO3MEXYBaHHS PECYPCiB 3 METOIO MiIBUIICHHS €(pEKTHBHOCTI X BUKOPUCTAHHS.

Karw4doBi ciaoBa: HeiipoHHa Mepexxa EnMana; cucTeMu XMapHUX 0OYHCIIeHb; POrHO3YBaHHS BU3HAYCHHS HABAHTAXKCHHSL.

Pa3paGoTka MeToa MPOrHO3HPOBAHHUS BAPbHPOBAHMS HATPY3KH PeCypPCOB B CHCTeMAaX 00JIa4HbIX BHIYHCIEHHU
B. B. [aBsinos, /1. C. I'pebentok

AnHortanus. IlpenrMerom uccienoBaHUs B CTaThe SBJIAIOTCS MOJEIM M METOJbl NPOrHO3UPOBAHUS BapbUPOBAHUS
Harpy3ky B CHCTeMe OONauHBIX BHIYMCIEHHH C HCIONB30BaHUEM MaTEMAaTHUECKOTo anmnapara HelpoHHbIX ceTeil. Lleablo paboTs!
SBJISICTCS MOBBILIEHHE 3()PEKTUBHOCTH UCHOJIL30BAHUS MMEIOIINXCS PECYPCOB B CHCTEMAaX OOJIAYHBIX BBIYMCIICHUH (TaKHUX, KaK
olnepaTMBHAS NAMATh, AUCKOBOE mpocTpaHcTBo, LIITY, ceTs) myTem pa3pabOTKM MeTOAa MPOTHO3MPOBAHMS BapbHPOBAHMS
Harpys3kd. B crarse pemarorcs cremyromue 3aJa4du: pa3paboTka KOMIUIEKCHOTO IOAXO0Ja K MPOTHO3MPOBAHUIO BapbHPOBAHHS
Harpy3KH pecypcoB OOJIauHBIX CHCTEMax, KOTopas BKIIOYAaeT B ceOs CHHTe3 KOMOMHHPYIOIEH MPOrHO3MpYIomiel HeHpOHHOH
ceTH; pa3pabOTKa NPOTHO3HOW HeWpoceTeBOH Monenu Ha 0Oa3ze HeHpoHHOW ceTm OnMaHa; pa3paboTka Merona OOydeHHs
HEWPOHHOIl CeTH Ha OCHOBE AITOPHTMa MCKYCCTBEHHOTO MMMYHHTETA; OLleHKa d(dexTuBHOCTH pa3paboraHHOro Merona. J{ms
peLICHHUs TOCTaBJICHHBIX 3aJau ObUIM MCHOIb30BaHbI MOJXOAbl U METOABI UCKYCCTBCHHBIX HEHPOHHBIX U UIMMYHHBIX CHCTEM, a
TaKKe METOABl TEOPETUUECKMX HCCIEOBAHUM, KOTOPble OCHOBAHBI HAa HAyYHBIX MOJIOKEHHAX TEOPUH HCKYCCTBEHHOTO
UHTEIUIEKTa, CTATUCTUYECKOTO, (PyHKIMOHANBHOTO U CHCTEMHOTO aHainu3oB. IlomyueHs! criemyromue pe3yJbTaThl: HA OCHOBE
TIPOBEAEHHOTO aHAJM3a CYMIECTBYIONIMX METOAOB IPOrHO3UPOBAHMS BapbUPOBAHUS HArPy3KH PECYypCOB B CHCTEMaX OOIAdHBIX
BBIYHCIICHUH OBUIH BBISBICHBI OCHOBHBIE OCOOCHHOCTH CYMIECTBYIOIIMX METOAOB, IPHBEACHBI NX AOCTOMHCTBA M HEIOCTATKH.
Ha ocHOBe mpoBefeHHOTO AaHATUTHYECKOTO HCCIIENOBAaHMS JIOKAa3aHa HEOOXOAMMOCTh COBEPIICHCTBOBAHHS CYIIECTBYIOIIHX
METOJIOB NPOTHO3UPOBaHMS Harpy3KH. Y COBEPLICHCTBOBAH METOJ NPOrHO3HMPOBAHMS HArpy3KU BBIUHCIMTENBHBIX PECYpPCOB B
cucTeMax 00JIayHbIX BHIYUCICHHH, TO3BOJIIONINIT MOTYyYUTh OOJlee TOYHBIE Pe3yIbTaThl OLCHKU M 00€CIIeUnTh Npe0TBpalleHHe
Meperpy3ok B CHCTEMax OOJavHbIX BbIMHCIeHWH. [TomydeHHbIe pe3ynbTaThl MOATBEPXK/ICHBI MPOBEACHHBIMH JKCIIEPUMEHTAMU
HPH MCIOJIb30BAaHUH IIPOTPAMMHOT0 00ECTICYEeHHS JUIsl CO3/IaHMUsl YaCTHBIX HMH(PPACTPYKTYPHBIX 00Ja4HBIX CEPBUCOB M 00JIAYHBIX
XpaHUIHUII. BBIBOABI: yCOBEpIICHCTBOBAHHE METOJA MPOTHO3MPOBAHHUS BApPbUPOBAHMS HArpy3kd Ha 0a3e MaTeMaTH4eCKOro
ammapaTta HCKYyCCTBEHHBIX HEHPOHHBIX ceTeli OiIMaHa B CHCTeMaxX OOJAYHBIX BBIYHCICHMH IO3BOIHMIO OOECIIeYUTh
TUTAaHUPOBAHKE PA3TPAHNYCHHUS OOJIAYHBIX PECYPCOB C IETBIO MOBHIIIEHHS Y()(HEKTUBHOCTH UX HCIIOIb30BAHUS.

KnioudeBble cioBa: HelpoHHas ceTbh DJMaHa; CHCTEMbl OOJIAYHBIX BBIYMCICHHI; MPOTHO3MPOBAHUE BAPbHPOBAHUS
HarpysKH.
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