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FORECASTING SYSTEM OF UTILITIES SERVICE COSTS
BASED ON NEURAL NETWORK

Abstract. The work is devoted to the problem of excessive spending of people's funds on utilities, especially in winter,
when these costs can amount to more than 25% of the family budget. The question of the possibility of saving at least part
of these costs by monitoring their possible value and reducing this indicator is an urgent task. Hence, the development of a
software system for forecasting utility costs is an urgent practical task. To solve this problem, the authors propose to use a
neural network, because it is advisable to use it in situations where there is predetermined known information and on its
basis the user needs to get the predicted new information. The method for forecasting utility costs based on the use of a
neural network takes into account user's data of utility service costs entered manually or obtained from the EPS system,
which is convenient because you can immediately get a large set of input data to more accurately predict future costs.
Another type of input data is data obtained from weather forecast sites to determine forecast indicators for correct the
training of neural network. Based on these data, the network studies and builds a separate model for forecasting utility costs
for each user. Considering that the data on utility service costs entered by users into the system each month may not match
the date, it is proposed to take into account this inaccuracy, to given the input data for forecasting as an interval corridor of
values which containing the minimum and maximum forecast limits. The developed software system and the method of
forecasting utility service costs were tested on the example of a real user of the EPS system.

Keywords: utilities cost; forecasting system; neural network; interval data; estimation accuracy.

Introduction

Nowadays there is an acute problem in the country
of rising prices for utilities, especially for heating.
Various studies and statistical samples show that the
average citizen has to spend a large percentage of income
to cover utility costs, which especially in winter, often is
about 30-50% of family income. Together with the
dynamics of rising prices for food, fuel and other goods,
this factor greatly affects the standard of living in the
country [1]. And it is possible only approximately predict
the amount of costs, based on the season and previous
costs. Therefore, the actuality task is to forecasting the
most accurate amounts of utility service costs for the
current or next month, based on weather indicators, to
save and planning family budgets and expenses [2]. The
aim of the work is to develop a software system for
forecasting utility service costs using a neural network. To
achieve the goal of the research it is necessary to solve the
following tasks: to determine the main factors of utility
service costs, to group them according to the indicators on
which they have a certain impact; to explore existing tools
for the development of neural networks; to develop a
neural network that will take into account factors and
predict the final result of utility costs; to test the network
on a randomly generated data set, and to compare the
result with real data; to develop a software system for
forecasting utility service costs using a neural network.

Statement of task

As mentioned above, the percentage of utility
costs from the total family income is a significant part
(Fig. 1) [3], which in winter is at least a quarter or even
a third of family earnings. For many families,
especially those who rent an apartment, the question of
the possibility of saving part of the budget is an urgent

task. The monthly expenses for the family's utilities
service consist of paying for the consumption of water,
gas, electricity, as well as paying for cable TV and the
maintenance of the adjacent territory.
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Fig. 1. Average utility costs for a family of 2 adults
and 1 child for a 2-room apartment of 20 m”.

The last two types of payments are stable and
relatively unchanged, so they will not be considered in
the system of forecasting utility costs.

Estimating the main sources of costs for heating,
we get, that the most important factor influencing these
indicators is weather conditions and season, and to
understand the main sources of electricity costs, we
need to analyze the main costs of electricity of
appliances (Table 1).

Using the data in the table we can to calculate the
approximate consumption of electricity of household
appliances and to analyze the average cost of electricity:
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Fluorescent lamp 4 pcs - 100 W - 8 h - 30 d =
96 kW/m;

laptop 1 pcs - 50 W-5h -30d=7.5 kW/m;

TV 1pes-100W-4h-30d=12kW/m;

Microwave oven 1 pcs * 600 W * 15 h/m = 9 kW/m;

Iron 1 pcs - 1000 W - 3 h/m = 3 kW;

Table I — Electricity consumption by appliances

Refrigerator 1 pcs - 30 W-24h-30d=21.6 kW;

Washing machine 1 pcs - 2000 W - 10 h/m =20 kW;

Electric kettle 1 pcs - 1500 W - 8 h/m = 12 kW.

Therefore, as we can see from the estimated data,
the overall average value for the month only for these
appliances is already amount 181.1 kW.

Appliance Power, W Appliance Power, W Appliance Power, W
Coffee grinder 200 Razor 15 Blender 300
Coffee maker 800 laptop 20-80 Toaster 800-1500
Fluorescent lamp 60 W 16 PC 100-500 Fluorescent lamp 75 W 20
Fluorescent lamp 40 W 11 Inkjet printer 100 Fluorescent lamp 100 W 30
Microwave oven 600-2000 Electric stove 4000-6000 Electric clock 10
Automatic washing machine 2000 TV 25~ 150 Gas drying for things 300
Hand washing machine 300 TV 19” 70 TV 12 30
Vacuum cleaner 700-2000 Pump 75-400 Iron 1000-2000
Handheld vacuum cleaner 100 Satellite dish 5 Laser printer 600
Shaver 100 Electric dryer 400-2000 Electric oven 3000
Halogen lamp 40 W 40 Com{);:]tp ﬂzusozgscent 28 Compact ﬂ;(;)\r;scent lamp 2
Large refrigerator with freezer 540 Medlqm refrigerator 475 Electric bell 10

with freezer

Electric blanket 200-500 Drying 1000 Hair dryer 1200-2000

The class of tasks that can be solved using a neural
network is determined by the actual operation of the
network and its training [4]. Thus, it is advisable to use
the network in situations where there is predetermined
known information and on its basis the user needs to get
the predicted new information. Taking into account that
the information on utility service costs for a certain
period is available and it is enough to train the neural
network, it is advisable to use this data to design a
software system that will predict the cost of utilities for
the next few months.

Main part

The input parameters of the system are data of
weather factors, as well as user data. Based on this,

Work with the

database

\
include 1

View the history
of indicators

Cost forecast fora
certain date /
period

-

extend

Monitoring and
adjustment of
costs

a complete set of data for analysis is formed. This
information is transmitted to the system and processed
by the neural network, which is a controlling element of
the system. Additional data coming into the system is
the weather history for a given locality, the history of
payments that have already been processed by the
neural network. This information is needed to obtain the
most accurate prediction of the costs that the system
returns at the output. The diagram of variants of
software system using is presented in Fig. 2.

To take into account the inaccuracy of the user's
submission of monthly data on a basis with strictly the
same calendar day, it is advisable to submit the input
indicator of a particular utility service in an interval
form [5-7]:

Entering data on
the used gas

Entering data on
used electricity

Entering data on

the used service

Entering data on
used water

Request for data on
used services to the
relevant programs

Fig. 2. Use—case system diagram

103



Advanced Information Systems. 2020. Vol. 4, No. 4

ISSN 2522-9052

(g €U IET 0y €U I T, el li], ()

Ig=ly=8-1g3lg =T, +8-1y; Iy =1 =8-1;I] =1, +8-1;;

I, =IW—8-IW;I:; =1, +8-1,, — minimum and maximum
value of utility service costs entered by the user into the
EPS system, relatively, for gas, electricity and water;
8 - the percentage of deviation from the user-specified
indicator. For adequate and correct adjustment of
network weights it is advisable that the indicator 6 put
within such limits - 0,1 <8 <0.

The condition of concordance of the forecasted
utility service costs calculated by the system and the
specified interval corridor of possible costs [7] are:

IZP clUg I 7P UL IR s 1], ()

1%, 1P, I7® — forecasted utility service costs.

The indicator of concordance of forecast and real
data depends on the size of the input sample on which
the network is trained. As the larger the input sample, as
the higher the concordance rate.

Preparation of data for further processing in the
neural network takes place in several stages. First, the
availability of the necessary weather information is
checked in the local database. If it is not present, it is got
from the weather site [8], also in the same way getting the
information about the time of sunrise and sunset, its
aggregated into average values for the month and
recorded in the local database for future use (Listing 1).

public async Task<WeatherEntity>
ParseWetherByDate(DateTime date, int cityCode, string
cityName)

{

var link =
$"{_weatherSearchUrl}/{cityCode}/{cityName}/{date.ToStrin
g("yyyy-MM-dd")}";

var content = await _httpClient.GetStringAsync(link);

var htmlDocument = new HtmIDocument();

htmIDocument.LoadHtml(content);

var document = htmIDocument.DocumentNode;

var tempTable =
document.QuerySelectorAll(".at_temp").Select(p =>
p.InnerText);

var avgTemp = (int)tempTable.Select(p =>
p.Split("&deg;C").First()).Average(p => Convert.Tolnt16(p));

var wetTable =
document.QuerySelectorAll(".at_r>.at_cnt>.vl_parent>.vl_ch
ild").Select(p => p.InnerText);

var avgWet = wetTable.Select(p =>
Convert.ToDouble(p) / 100).Average();

var windTable =
document.QuerySelectorAll(".at_winter>.at_cnt>.vl_parent>.
vl_child").Select(p => p.InnerText);

var avgWind = windTable.Select(p =>
Convert.ToDecimal(p.Replace('.', ',"))).Average();

var weather = new WeatherEntity

Date = date,
Temperature = avgTemp,
Wetness = avgWet,
Wind = avgWind

>

return weather;

Listing 1

The next step is to download ready-made datasets
for the current user from the database (Listing 2).

private void LoadModelFromFile(MLContext mIContext)

using (var fileStream = new FileStream(_modelPath,
FileMode.Open, FileAccess.Read, FileShare.Read))

var model = miContext.Model.Load(fileStream);

}
}

Listing 2

Next, a set of data is formed from the current
query and the information obtained in the first step.
Using the Predict method, the predicted result is
obtained ((Listing 3).

privatePredictionPredict(MLContextmlContext)

ITransformer loadedModel;
using (var stream = new FileStream(_modelPath,
FileMode.Open, FileAccess.Read, FileShare.Read))

loadedModel = mIContext.Model.Load(stream);
}

var predictionFunction =
loadedModel.MakePredictionFunction<DataSet,
Prediction>(miContext);

var set = new DataSet();

var prediction = predictionFunction.Predict(set);
return prediction;

!

Listing 3

The server and, in particular, the neural network
are implemented in the C # programming language
using the ML.NET library. A regression three-level
network model was used. The "back-side" approach was
used as a corrective function for train the network.

The network step by step learns on each request
and data set and as a result it learns to adjust weights
correctly that the coefficient of dependence of these or
those factors was the closest to real, and the more
precisely adjusted weights, the more exact result is.

To build the basis of the neural network, an
algorithm for processing the data set is designed, which
is then used in the calculation of network weights. The
basic formulas used for this:

e MapValueToKey — uses the indicator as a
certain key of the data set, in this case used to classify
the months, because from them mainly depend the
weather.

e ReplaceMissingValues — views all variants of
the indicator and inserts missed cases.

e OneHotEncoding — converts data into a sorted
vector.

e Normalize — converts data into a certain range,
in this case used to normalize additional weather
indicators.

Fig. 3 shows schematically the method of calculating
the projected costs for the consumed gas on the specified
date, and Fig. 4 - for the consumed electricity. An analysis
of the dependence of the accuracy of the prediction of the
result on the number of data sets was performed. The
system was trained using a number of random data sets and
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tested for accuracy 10 times. As the accuracy assessment
took the average value of 10 attempts. Since the system is
customized for a specific user, it does not require a lot of

i g h
- MapValueToKey(Date Month)
Date (year, month) » - ReplaceMissingValues(Date.Month)
- OneHotEncoding(Date. Year)
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Fig. 3. Neural network diagram for gas cost calculations
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Fig. 4. Neural network diagram for calculating the cost of electricity
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Fig. 5. Graph of the dependence of the accuracy of cost forecasting on the amount of user input

Consider the example of neural network training
and the results of forecasting utility service costs. The

data to work quite accurately. As can be seen from Fig. 5,
even with 10 data sets, it gives an error of 27%, and with
100 sets of only 7%.

input data presented in Table 2 are obtained from the
EPS system for quick adaptation of the software system
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to any user, because we can immediately get the
minimum required set of input data to obtain an

accuracy of more than 90%.

Fig. 6 shows a graph comparing the input data set,
in particular for gas, and forecast data.

Gas indicator,

Table 2 — Input data for neural network training m3 450 .
400
Date E.le.c- Gas Water Water //R‘ E\ .
tricity (1 counter) | (2 counter) 350 7/ \\ ]/\\\ /
01.11.2016 575 1150 7 1 300 / \\ J \\L’j i \
27.112016 | 722 1473 12 1 250 ] ¢
30.12.2016 | 1030 | 1880 18 2 N r [ =Y
04.01.2017 | 1204 [ 1927 21 2 \\ ’ \ I \\&
28.01.2017 | 1386 | 2235 25 3 150 v { | \
100
04.09.2017 2564 3042 76 13 50 \ /} \ /} \%
03.10.2017 2888 3111 82 14 . v
02.11.2017 | 3138 3348 39 15 13 5 7 9 1113 15 17 19 21 23 26 27 29 31 33 36 Date
g(l) i;;gi; ggg? ggg? 1905 n ig Fig. 6. Graph of comparison of gas consumption indicators
3 0' 01 '201 7 4067 4279 11 13 on real and forecast data, where - interval corridor
— of input values with an error of 5%; - projected gas
3 0'7' '201 3 5'1'2'2 5(’)’3'2 153 27 utilization rate calculated by the system
8??3;812 2421?1515 g?gg 12(6) gg Another part of the experiment was division of
31.10.2018 5600 5207 173 31 quantity of input data for data only for neural network
02122018 | 5787 1 359 179 3 training (70%) and prediction (30%). As can be seen from
31:12:201 3 | 5958 3360 136 34 Fig. 7, the neural network predicts light consumption
within 8% accuracy, which set an interval corridor, easily
28052019 | 6741 6940 218 41 adapts to insignificant fluctuations of indicators, but it does
01.07.2019 | 6975 6894 223 44 not immediately respond to significant deviations, the
01.08.2019 | 7062 6960 229 45 cause of which may be different. Therefore, one of the real
03.09.2019 | 7146 | 7011 233 46 reasons is failure of the EPS system or their incorrect input
30.09.2019 | 7279 7070 238 48 into the system by the users.
Light indicator,
kw 450
400 /A\
350 A .
300 -
250 A
200 V /
150 L /“'—_\
T N \
100
50
0 — — . ————T Amount of

of input values with an error of 5%,

Therefore, based on the results of forecasting the
system of electricity costs in accordance with formulas
(1) and (2), was build system of coordination of
indicators, /;, that is:

12 3 4 5 6 7 8 910111213 14 15 16 17 18 19 20 21 22 23 p4 thedate

Fig. 7. Graph of comparison of input and forecast data by the system
based on training the network with the part of the data, where ==== - the interval corridor

- the forecast indicator of electricity use, calculated by the system

172 2[130,2;151,2]; 121 [217,62;252,72];
153 < [142,29;165,24]; 87 =[76,26;88,56]; G)
162 = [159,96;185,76]; 85 —[74,4:86,4];

142 < [140,43;163,08]; 124 —[123.,69;143,64].
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Based on the results of training and forecasting of
utility service costs by the system, in particular of the
electricity, from expression (3) we can conclude that the
system makes an adequate forecast within the
established accuracy and small sample of input data.

Over time and increase the amount of input data,
the network can learn to minimize these differences, but
it is not insured against accidental changes in the data
due to various factors.

SELECT DATE

Thursday, August 24, 2017

August 2017
Wed  Thu

Fig. 8. Selecting date or period for forecast

PREDICTION
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WEATHER INFO - PREDICTED DATA
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0w 10 n
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23 28
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Fig. 10. The result of the forecasting system

Fig. 8 shows the calendar for selecting the date
when the user wants to make a forecast of utility costs.

Fig. 9 shows the form in which the user enters
the data of the counter used services, if he does not
have access to the system of entering EPS indicators,
and Fig. 10 shows the result of the software system,

There are two variants for solving this problem in
further development:

1. Identify and increase the number of factors
influencing the network.

2lgnore data jumps, when the indicator is much
higher or lower than the diapason of previous indicators.

The main screen forms of the software system for
forecasting utility service costs using a neural network
are shown in Fig. 8 — 10.

INPUT DATA

GAS

ENERGY

Fig. 9. Entering user data

which shows the estimated cost of services for the
selected date.

Conclusions

Research on forecasting utility service costs is an
urgent task in recent years, especially in Ukraine,
because in to pay utility costs you need to spend a
significant part of salary, which in winter period often
exceeds 25% of earnings. Therefore, the possibility of
reducing this percentage, in particular by forecasting
possible costs in accordance with the forecasted weather
conditions and reducing them by adjusting certain
indicators is appropriate and necessary.

Today the authors have designed and partially
implemented a system for forecasting utility costs using
a neural network. However, this problem is multifaceted
and contains a large number of different factors that
need to be considered in future research. Take into
account that all factors have a certain randomness of
influence and error of measurements and calculations; it
is advisable in the future to apply the methods of
analysis of interval data not only to concordance the
data, but also to build a forecast model.
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CucreMa IPOrHo3yBaHHs BHTPAT HA KOMYHAJILHI IIOCJIYTH HA OCHOBi HelipOHHOI Mepe:Ki
C. 4. Kpenny, 1. 5. CriBax

AHoTanisi. Pobora npucesuena mnpoOieMi HaJMiIpHOI BUTPATH KOIUTIB I'POMAJSH Ha OIUIATYy KOMYHAIBHHMX HOCIHYT,
0coOJIMBO y 3MMOBUH Iepiojl, KOJIM BKa3aHi BUTPATH MOXYTb CTaHOBUTU HOHaX 25% Oromkery cim’i. IIuTaHHS MOXIMBOCTI
€KOHOMIT X04a 0 YaCTHHM BKa3aHMX BUTPAT LIUIIXOM MOHITOPHHIY TX MOXIIMBOI BEJIMYMHM Ta 3MEHILCHHS L[OI'0 IIOKA3HUKA HA
CbOT'OJIHI IOCTA€ aKTYyaJIbHOO 331aueto. 3BiZICH Po3poOKa MPOrpaMHOi CHCTEMH HMPOrHO3YBAaHHS BUTPAT Ha KOMYHAJIbHI MTOCIYTH
€ aKTYaJbHUM INpPaKTHYHUM 3aBHaHHsM. Jl1s pillleHHS LbOrO 3aBJAaHHSA aBTOPAaMH IIPONOHYEThCS BHKOPHUCTaHHS HEHPOHHOI
Mepexi, ajke il JOLUIPHO 3aCTOCOBYBATM B CHUTYAllisIX, KOJM € Hamepel BH3HAueHa BijoMa iHpopMamis i Ha 1 OCHOBI
KOpHUCTYBa4eBi HEOOXiJJHO OTPHMATH IIPOrHO30BaHy HOBY iH(opMalito. MeTos IPOrHo3yBaHHs BUTPAT HA KOMYHAJIbHI ITOCIYTH
6a30BaHU Ha BUKOPUCTaHHI HEHPOHHOI Mepexi NpuiiMae Ha BXiJ JaHi KOPUCTYBayiB PO BUTPATH HA MOCIYI'H BBEJCHI BPYUHY
abo orpumani i3 cucremu EPS, mo € 3pyunnm, ajpke MOXKHa ofipa3y OTpPUMATH BEJMKHH HaOip BXiJHUX JAQHHUX IS OLIBII
TOYHILIOrO MPOrHO3yBaHHA MaiOyTHiX BUTpaT. llle oHMM THIIOM BXiIHUX A@HMX € JaHi OTPUMAaHI i3 CalTiB NPOrHO3Y MOTrOIU
JUISL BU3HAYEHHS [IPOrHO3HUX MOKA3HMKIB JUI KOPEKTHOrO HaBUaHHS Meperki. Ha BkasaHuX naHuMX Mepexa HaBuaerbcs Ta Oynye
JUISL KOXXHOTO KOPUCTyBada OKPEMY MOJIeNb IPOTHO3YBAHHS BMTpPAT HAa KOMYHAJIbHI INOCIYrd. BpaxoByrouu, 110 BHECEHi
KOPUCTYBa4aMM y CHCTEMY JaHi IIpO BUTPATH Ha KOMYHAJIbHI IIOCIYTH KOXKHOI'O MicsLsl MOXYTh HE CIIIBIAJATH 110 JaTi, TO JUIS
BpaxyBaHHs L€l HETOYHOCTI NPONOHYETHCS BXIAHI NaHi I NPOrHO3YBAHHA IOAABATH Y BUIJISIl IHTEPBAIBHOIO KOPUIOPY
3HA4YeHb, 110 MICTUTh MiHIMallbHY Ta MaKCUMaJIbHYy MEXY HporxHosy. Po3pobieHa mporpamHa cucreMa Ta, BiJUIOBIIHO, METOJ
[IPOTHO3YBAaHHS BUTPAT HA KOMYHaJIbHI IIOCIYTrd OyJ10 apoOOBaHO HA NMPUKIIAJl peabHOro KopucTyBaya cucremu EPS.

Knaro4doBi ciaoBa: KOMyHaJIbHI IOCIYTH; CHCTE€Ma INPOrHO3YBaHHS BUTpAaT; HEHPOHHA Mepexa; IHTepBalbHI JaHi;
TOYHICTE OLIIHIOBAHHSI.

CucTteMa MpOrHO3HPOBAHHS PACcX0A0B HA KOMMYHAJIbHbBIE YCJIYTH Ha OCHOBE HEHPOHHBIX ceTei
C. 4. Kpensry, 1. 5. CnuBax

AnHOTanmus. Pabora nocesieHa npodiemMe 4Ype3MepHOro pacxoa CpeACTB rpaXkJaH Ha OIUIaTy KOMMYHAIBHBIX YCIIYT,
0COOEHHO B 3MMHUI IIEpHOJI, KOTa YKa3aHHbBIE pacXoJIbl MOI'YT COCTaBHUTh Ooiee 25% Oromkera ceMbr. Bonpoc Bo3MoxkHOCTH
9KOHOMHHM XOTsl OBl YacTH yKa3aHHBIX pAacXOOB ITyT€M MOHHTOPHHIA HMX BO3MOXKHOW BEIMYHMHBI M YMEHBIICHHE STOro
TIOKa3aTes Ha CEerofHsl CTOMT aKTyalbHOH 3amaueil. Orcrona pa3paboTka mporpaMMHONW CHCTEMBI NPOrHO3UPOBAHHS PAacXO0B
Ha KOMMYHaJIbHbIE YCIIYTH SBJISIETCS aKTyaJIbHOM NMpakTH4YHOM 3amaueid. [lns pemieHus 3ToH 3ajauu aBTOpaMM Ipeularaercs
HCIIOIb30BaHNE HEHPOHHOW CeTH, BEIOb €€ IIeIeco00pa3HO IMPHUMEHSATh B CHUTYalMsX, KOrja IpelolpeleiieHa W3BECTHAs
nHopMansE ¥ Ha €€ OCHOBE IIOJB30BATENI0 HEOOXOMMMO IOTYYUTh IPOrHO3MPYEMYIO HOBYIO HHpopmamuoo. Merox
IIPOTHO3KUPOBAHUS PACXOJ0B Ha KOMMYHAJIbHBIC YCIYTH OCHOBaHHBIM Ha MCIOJIb30BaHUM HEHPOHHON CEeTH NPUHMMAET Ha BXOJ
JTaHHBIE TIOJIL30BATENICH O Pacxoax Ha yCIyrd BBEACHBI BPYUHYIO WM MONy4eHHbIe u3 cucteMbl EPS, uto sBisiercst ynoOHbIM,
BeZb MOXKHO Cpa3y MOIYYUTh OONBIION Ha0Op BXOIHBIX TaHHBIX I OOJiee TOYHOrO MPOrHO3MPOBAHUS OyIYIIMX PacXO/OB.
Eme ogHMM THUIOM BXOIOHBIX JAHHBIX €CTh JAHHbIE IIOJYYEHBl C CAWTOB NPOTHO3a MOroAbI AJIS OIPEAETCHUS HMPOrHO3HBIX
ToKa3zartesiell Uil KOPpeKTHOro oO0ydeHHsi ceTd. Ha yka3aHHBIX NaHHBIX CETh YYHUTCS M CTPOUT JUISl KaXKJOTO IOJIE30BATEINS
OTJEJIbHYIO MOJIE/Ib IPOrHO3UPOBAHUS PACXOAOB Ha KOMMYHAJIBHBIE YCIYI'M. YUHTBIBas, YTO BHECEHHbIE II0JIb30BATENIIMHU B
CUCTEMY JIaHHBIE O pacxolax Ha KOMMYHaJbHbIE YCIYTM KaKIbll Mecsll MOI'YT HE COBHNaJaTh IO JaTe, TO A ydeTa 3TOH
HETOYHOCTH IpeJularaeTcsl BXOIHbIC JAHHbIC Ul NPOrHO3MPOBAHMA IOAABAaTh B BHUJE MHTEPBAJIBHOIO KOPHUIOpa 3HAYECHUH,
KOTOPBI CONEP)KUT MHHUMAJBHYI0O M MaKCHMajbHYI0 TpaHWIly IporHo3a. Pa3paGoraHa mporpamMMHas cHcCTeMa W,
COOTBETCTBEHHO, METOJI IIPOrHO3UPOBAHMS PACXOOB HA KOMMYHAIIBHBIE YCIIyI'H OBLIH arnpoOHpOBaHBl HAa IPHMEpPE PEabHOTO
noas3oBaTelst cucteMbl EPS.

Kawo4ueBnle caoBa: KOMMYHAJIbHBIC YCIIYI'Y; CUCTEMaA IPOrHO3UPOBAHUS PACXOA0B; HeﬁpOHHaS{ CE€Th; MHTCPBAJIbHLIC
JAHHBIC, TOYHOCTH OLICHKMU.
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