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COMPARATIVE ANALYSIS OF DIFFERENTIAL INVARIANTS
BASED ON THE SPLINE MODEL FOR VARIOUS IMAGE DISTORTION

Abstract. In the task of finding the features of digital images, it is relevant to determine solutions that provide high
processing speed. In the article experimental studies of the application of differential invariants based on the partial image
model as a linear combination of B-splines that are close to the average interpolation. Such a model retains the properties of the
Gaussian model in the frequency domain, but has less computational complexity, which allows us to better investigate its
asymptotic properties and the properties of the corresponding partial derivatives used in the construction of differential
invariants. The issue of differences in gradient magnitude, Lapsasian, Hessian determinant, and curvature of the scaling curve
during image processing was studied, and the masks of low-frequency filters and operator masks were minimized based on
differences of smoothing operators. It has been experimentally proved that smoothing of digital images and reduction of their
linear sizes allows to formalize the process of feature selection on the basis of analysis of probability distributions of
introduced differential invariants. The suggested approach may be recommended when searching for similar objects containing
different images. The approach considered in the work has a low computational complexity, which makes it possible to
recommend it for use in systems with a low computation speed, in particular for systems operating on single-board computers.
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Introduction

Today, the generally accepted approach to
searching for local features of digital images (DI) is to
use differential invariants [1] based on continuous
models, most often using private derivatives of the first
and second order two-dimensional Gauss function [2-7].
The only drawback when using the kerosene image
model can be considered relative computational
complexity, but for special cases, this warning is not
significant, because when processing the DI, discrete
convolutions with pre-calculated masks are used.

By a model alternative on the basis of Gaussian
there is a spline-model [8] as linear combination of B-
splines, that is near to interpolation in middle [9]. Such a
model retains almost all the properties of the Gaussian
model in the frequency domain, however, it has a much
lower computational complexity, which makes it possible
to better investigate its asymptotic properties and the
properties of the corresponding partial derivatives [10-
12], which are used in constructing differential invariants.
As researches of authors showed [12], even limit amount
of operators on the basis of spline model, allows
effectively to decide the task of search steady to the turns
and down-scalings of features of DI. This approach also
has an advantage over patented methods, because the
model and operators based on it are publicly available.
Therefore, for the further development of the method of
using the spline model DI it is important to study its
application in different types of distortions, which is
why this work is devoted.

Analysis of publications and statement of the
research problem. Let [8] be in a continuous two-
dimensional image model p(¢,q) as a function of the

pulse call uses the model:\
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where B, j, () — B-spline of order r defined by [9] on a

uniform partition of the real axis with a step h.

Then, due to the explicit form of the model (1), it
is not difficult to obtain both the explicit form of its
partial derivatives and their discrete analogues suitable
for processing digital images. From private derivatives
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for each of the models (1) of order r=2,3,... four
differential invariants with respect to local rotations can

be constructed - gradient magnitude |VS,’0

, Laplacian
VZSV’O, Hessian determinant detH,, and the

curvature of the scaling curve IEV’O (up to the notation of
operators of different order):

VS|=58% +5;7, )

VS =Sy +8),, 3)

detH =S85, —Sp7, €y
k=578, +S, S~ 28,8, . (5)

At different r=2,3,... the authors obtain explicit
types of partial derivatives of model (1). So, for work
with DI at r=3 discrete analogs S3 o(p.t,q),
S50 (p,t,q)q considering /, =h, =1, can be filed as
follows [11]:

i+l j+l1

Sior= 2, 2. Viici,jj—j * Pii, jj » (6)

ii=i—1 j=i—1

where I={t.q};
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Discrete convolutions of second-order
differentiation operators » =3 such :
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Similarly, first-order and second-order partial
derivatives are obtained for higher-order.

In the author's work [10] the method of
determining the features on the basis of operators (2) -
(5), obtained with the help of expressions like (6), (7), is
widely described. In contrast to the well-known method
SIFT [13] and its like, it is proposed to use the
distribution of differential invariants, in particular to
identify which of them are present on «tails»
distributions when selecting features. This approach has
been analysed in more detail in the work [12], but such
research can be continued as described in this
publication.

According to [12], the possibility of using
invariants (2) - (5) to identify objects in the production
of aerial photography was considered (Fig. 1).

It was proposed to use a linear operator to
determine the detectors to the reference image (Fig. 1).

Delta( pi J ) in the form of a discrete convolution of the

sequence {pi,j }i jez :

d_p,-,j = Delta(pi’j) =
i3 j+3 ®)
=2 2 iy Py bick,
ii=i-3 jj=j-3
where {d D; j}. . - anewly formed sequence for
— )i el
finding special points;6L - symmetric matrix
dimensional of (7x7);
oL = ;x
21233664
0,01 7,22 105,43 235,48
7,22 3738,28 377819 72695,6
x| 105,43 377819 11474593 —-47679,32

235,48 72695,6 -47679,32 -878100,32

This operator is based on model (1), a discrete
analogue of the function of the difference of Gaussian

folding functions of two near scales, divided by constant
factors with the original image, which is used in the
construction of the pyramid of images [14].

Fo—

Fig. 1. Test examples of terrain elements
according to aerial photography

In particular, the calculation of the convolution of
the original image with Gaussian functions or other DI
models, smoothing like (1), is necessary to describe
features in the scale-position space. Such a convolution
can be determined by simply subtracting Gaussian or
spline images, in addition, such a difference gives a
closed approximation of the scale-normalized Lapsassian.

After application (8) we form [12] a three-
dimensional array

Ext = {(extl,i_POSlsj_posl );l = I’_M} ©)

scope M , thatas ext;,/ =1,M contains the value of the
invariant calculated in the locations of local minima and
maxima {d _Dbij }i,jeZ tif

d_py;=max{d_py yiii=i-Li+1,jj=j—1j+1}

or

d_p;;=min{d_py giii=i-Li+1,jj=j—1j+1},

then i_pos;=i, j_pos =j.
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This approach to determining the location of DI
features is not original - the SIFT method and many of
its modifications for the same purpose use the above-
mentioned difference of DI convolutions with Gaussian,
the analogue of which is expression (8).

Using the received locations of the local extrema
were calculated ext;,/=1,M - value (2)-(5) singular
point detectors taking into account (6), (7) after

collapsing derived spline masks with {d P 1-}_ It
/)i, jeZ
is worth noting that the high saturation of singular
points even for small fragments of images imposes the
requirement to select those detector values
corresponding to unlikely realizations on the tails of the
distributions of operators (2) - (5). Therefore, it was
proposed [12] to analyze the probability distribution of
the array of values for the final selection of special

points suitable for recognition {ext, Jd=1,M } specific
detector and leave those that meet the conditions:

ext; < exty, [=1LM, exty, = F! (ocl); (10)

exty zext_q, , [ =1,N,ext_q, = F! (I1-ay), (11)

where F~! (¢) —the inverse function of the probability
distribution to the detector for a specific central zone by
{ext,;l =1L,LM } ;oexty , exty g, — quantiles of such

distribution on its tails at some rather small probabilities
oy and o, .

When analyzing the distributions of operators (2),
(3) and (5), which have a distribution density function
close to symmetric, which, for definiteness, can, for
example, be set o; =0,01 and o, =0,01, what should
be left for further analysis 2% from the number of
special points. And for the distribution of the operator
(4) worth taking value o, less, and for the right tail
o, —more, for example, o, =0,005 and o, =0,015.
In addition, the number of singular points in work [12]
studied the effect of smoothing and reducing the linear
dimensions of the DI . In particular, convolutions with
symmetric masks were used to smooth the DI (7 x 7)

SO S
21233664
0,01 7,22 105,43 235,48
7,22 5212,84 76120,46 170016,56

(12)
x| 105,43 76120,46 1111548,49 2482665,64

235,48 170016,56 2482665,64 5545083,04

What are obtained on the basis of the spline model
(1)atr=6.

It was experimentally shown that the number of
singular points on DI can be significantly reduced by
smoothing and decreasing their linear dimensions. In this
case, we obtain a mesh number of special points with
detector distributions that differ from the distributions on
the initial size DI only by the scale. Therefore, it can be
stated that the definition of singular points is quite

positively affected by both smoothing DI and reduction
of their linear dimensions, because the number of points
decreases, but the value of detectors correlates with those
determined for the original image. With regard to the
choice of a specific differential invariant for the
determination of singular points, it is recommended to

pay attention to the curvature of the scaling curve k (5),
after all, it is for this operator that the maximum growth
rate of the detector distribution function can be observed
near zero, and therefore the features that will be
highlighted on the tails will be more "characteristic" and
their number will be relatively smaller.

In general, given the low computational
complexity, the considered approach can be used as a
basis for information technology data processing, where
the requirement for computational complexity is critical,
for example when performing calculations on low-
power computers, such as those used for target load
subsystems in reconnaissance drones. drone. However,
further research requires a question similar to the
analysis of the distributions of invariants (2) - (5) when
they are applied directly to the image, and not after the
convolution, which is determined by the operator (8)
Delta(Py ;). We aim to explore this issue in this work.

Main material
If the location of the feature is determined directly

by the values { pl-’j} 7’ that is, formed (9), or an

i,je
array of indexes {(iipos,,jipos,);l =l,_M} , then

consider in the graphs (Fig. 2) the distribution of the
corresponding differential invariants calculated at these

points for the array { Pij }i,jeZ .

From the visual analysis of the given graphs it is
possible to state their similarity with the above-
mentioned distributions presented in [12]. However,
there are differences that are worth noting. The
difference in scale along the abscissa axis is obvious.
There is a difference in the growth rate of the gradient
distribution function (2) and the behavior of the
Lapsasian distribution near zero.

It will be useful to analyze the effect of the DI
smoothing operation on the distribution of the
calculated invariants. ~Without diminishing the
generality, we present graphs of the distributions of
invariants (2) - (5) on the example of smoothing one of
the images.

After smoothing we have (Fig.3): for the
distribution of the operator (2) neither the scale nor the
form of the distribution has practically changed; for
others, there is a change in scale; for the distribution of
the operator (3) - the shape of the distribution in the
vicinity of the quantile 0.5 has changed significantly.
The latter can be a characteristic feature of the
procedure of smoothing the DI, so we give the
distributions of this operator for other DI.

From the analysis of the graphs (Fig. 4) it is
obvious that smoothing has a very significant effect on
the distribution of lapsasian, which should be taken into
account in subsequent studies.
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Fig. 2. Distributions of the operator (2) - (5) on the example of the image "g":a —(2), b—(3),c—(4),d—(5)
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Fig. 3. Distributions of detectors after smoothing of the image "g" (fig. 1) operator with mask (12):
a — distribution of the operator (2); b—(3); ¢ —(4); d—(5)

It is useful to study the correlation (Table 1) of
differential invariants (2) - (5) for images before and
after smoothing (at the same points).

Table 1 —Estimates of the linear correlation coefficient for
the values of invariants that are calculated from
the output DI and smoothed with a mask (12)

a b c d e f
(3.2) | 0,968 | 0,964 | 0,949 | 0,927 | 0,947 | 0,89
3.3) | 0,925 | 0,895 | 0,877 | 0,819 | 0,907 | 0,858
34) | 0,737 | 0,562 | 0,63 | 0.463 | 0,595 | 0,52
3.5) | 0,828 | 0,757 | 0,798 | 0,798 | 0,792 | 0,78

When analyzing the data shown in the table
(Table 1), attention is drawn to a significant relationship
between the values of the Lapsasian and the gradient of
the output and smoothed images and less correlation for
the curvature and, especially, the Hessian determinant
4).

This may be due to the “heavier” tails of the last
two distributions that appeared after smoothing.
However, all the given correlation coefficients are
significant and it can be argued that in further research,
attention should be paid to the possibility of using
exactly smoothed DI, because in this case, objectively
more "persistent” features should be expected.
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Fig. 4. Operator distributions (3.3) after DI smoothing

We will not bypass and analyze the correlation of
differential invariants that are calculated for the original
or smoothed DI and DI after the application of the
operator Delta(P;;) (Table 2, 3).

When analyzing the tables (Tables 2 and 3), we
first see the complete consistency of the values of the
operator (3) - Lapsassian. The explanation is that the
operator Delta(Py,) in fact, it is an approximation of the
normalized. In addition, a high correlation is observed
for the values of the invariant (4) in contrast to the
gradient (2) and curvature (5). However, such values of

the correlation of invariants (2) and (5) are also
statistically significant.

The scaling operation (reduction with smoothing)
shows (Table 4) that the correlation of the values of
operators (2) and (5) increases significantly, which in itself
may be useful to take into account in further studies the
issue of selecting the positions of singular points. Finally,
in this section, we give graphs of the distributions (Fig. 5)
of the differential invariants calculated for the image “d”
(Fig. 1) after reduction with smoothing and once again
smoothing of the already reduced DI.

Table 2 — Correlation of invariant values calculated for the output DI and after application Delta(P; )

a b c d e f
(3.2) -0,798 -0,852 -0,847 -0,889 -0,882 -0,828
(3.3) -0,99 -0,99 -0,99 -0,979 -0,989 -0,986
(3.4) 0,967 0,962 0,975 0,939 0,951 0,944
3.5) -0,807 -0,822 -0,884 -0,884 -0,875 -0,81

Table 3 — Correlation of invariant values calculated for

smoothed DI with mask (12) and after application Delta(P; )

a b c d e f
(3.2) -0,613 -0,561 -0,567 -0,714 -0,631 -0,52
(3.3) -0,977 -0,976 -0,976 -0,984 -0,983 -0,981
(3.4) 0,912 0,888 0,926 0,952 0,907 0,91
3.5) -0,556 -0,574 -0,591 -0,746 -0,583 -0,509
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Table 4 — Correlation of invariant values

a b d e f
(3.2) -0,818 -0,798 -0,792 -0,855 -0,832 -0,668
(3.3) -0,988 -0,991 -0,992 -0,989 -0,991 -0,988
(3.4) 0,962 0,973 0,974 0,957 0,96 0,935
(3.5 -0,786 -0,871 -0,877 -0,876 -0,875 -0,686

FyHKLA posnoming

FyHKLA posnoming
o R e R Kl

a

FUHKLIA poznoging

LR " poozoozocs S R oo 2o ;
-300 000 -200 000 -100 000 0

100 000

d

Fig. 5. Distributions of image detectors «d» (Fig. 3) after reduction with smoothing by the operator (12)
and again applying after that smoothing with a mask (12): a — operator distribution (2); b — (3); ¢} (4); d)— (5)

As we can see (Fig. 5), the tails of the distributions
have become quite "heavy". Perhaps this fact can be
useful, because it is on the tails of the distributions of
invariants should expect the value of features (special
points), the most "resistant" to various operations on DI
- such as displacement, rotation, scaling, smoothing, and
the like.

Conclusions

As a result of the conducted experimental
researches it is established that application to initial DI
of the operator (8) Delta(P;;) when finding singular
points has no priority in comparison with the definition
of features on the basis of differential invariants (2) —
(5) before the approach, was investigated in this work,
namely - the calculation directly behind the raster. In
both cases, the distributions of all invariants have a

similar shape and, despite the different scales along the
abscissa, there is a significant correlation of their values.

It was further confirmed that fewer features are
significantly affected by DI smoothing and reduction of
linear dimensions, with those remaining features located
on the tails of differential invariants distributions, which
allows you to formalize the selection process for further
analysis and use in the task of searching for similar
objects in photos. In contrast to the known ones, the
considered approach has objectively less computational
complexity, which allows us to recommend it for use in
systems with low computing speed, in particular for
systems running on single-board computers.

At further researches it is necessary yet to pay
attention to the analysis of percent of coincidences site
of feature for standard and control objects on the basis
of offered approach.
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HopisusanbHuMii anami3 nudepenniaTsHUX iHBapiaHTiB
HA OCHOBI CILTAIH-MO/1eJIi NPH Pi3HHX CIIOTBOPEHHSAX 300pakeHb

I1. O. Ipucraska, O. I'. Yonummkina

AHoTanisi. Y 3aBiaHHAX NOMIYKY O0coOJIMBOCTEH LIMPPOBUX 300pakeHb aKTyaJIbHUM € BU3HAYEHHS TaKUX PillleHb, 5K
3a0e31e4yroTh MIBUKO/IIO IIpU 00poOLi. Y CTaTTi IPOBEICHO EKCIICPHUMEHTaIbHI JOCIIIIKEHHS 3aCTOCYBaHHs AU epeHIianbHuX
iHBapiaHTIB Ha OCHOBI YacCTKOBUX IIOXIJHHMX MOJeNi 300pakeHHs, SK JiHIHHOI KomOiHamii B-cruaiiHiB, mo OnHM3bKi 110
IHTEpIOJIHHUX Yy cepeHboMy. Taka Mozienb 30epirae BIacTUBOCTI TayCCOBUX MOJEINI B YaCTOTHIH 00J1acTi, IpOTe Mae MEHIITY
00YHCITIOBAIBHY CKIIAIHICTD, 1[0 IO3BOJISIE Kpallle TOCTIIUTH aCHMITOTHYHI BJIACTHBOCTI 1 BIIACTUBOCTI BiIOBITHHI TPUBATHIX
MOXi/IHUX, 110 BUKOPUCTOBYIOTHCS IPH 100Y0BI JudepeHuiaabHIX BapiaHTiB. BUBYanoch NUTaHHA BiAMIHHOCTEH pe3yibTaTiB
00paxyHKy MarHiTy[au rpaji€HTa, JiancaciaHy, AET€PMIHAHTY IecCiaHy Ta KPUBM3HM KPHMBOI MaciuTaOyBaHHSA IpH 00poOLi
300paxeHb, 10 3rOPTAIUCH 3 MACKAMHU HU3bKOYACTOTHHX (UIBTPIB Ta MAcOK ONEpaTopiB, L0 MOOYyHOBaHI HA OCHOBI pi3HMIB
OIepaTopiB 3IUIa/LKyBaHHs.. ExcriepuMeHTalnbHO MiATBEPIDKEHO, L0 3IVIAJLKYBaHHA HU(PPOBHX 300pakeHb 1 3MEHILICHHA iX
JiHIHHUX pO3MipiB n03BONsAE (hopMaltizyBaTH Ipolec BigOopy ocoOnMBOCTEH Ha MiJCTaBl aHaN3y PO3NOALNIB HMOBipHOCTEH
BBEJICHUX JU(epeHLliaIbHUX iHBapiaHTiB. 3alpONOHOBAHMII MMiXi] MOXKe OyTH PEKOMEHJIOBAHHI IIPU TIOIIYKY CXOXXHUX 00'€KTiB,
SKi MICTATh pi3HI 300paxkeHHs. PosristHyruii B poOOTi MiaxXin Mae HU3bKY OOYHCIIOBANBHY CKII[JHICTb, IO JO3BOJISE
PEKOMEH/LyBaTH HOro Juisi BUKOPUCTAHHS B CUCTEMaX 3 HU3bKOI MIBUIKICTIO OOUMCIICHb, 30KpeMa, IS CUCTeM (YHKIIOHYIOTh
Ha OJHOIUIATHUX KOMITIOTEPaX.

Karwo4dosi ciaoBa: monens 300paxeHHs, B-cruaiinu, onepatopu audepeniiroBaHHs, audepeHLianbHi iHBapiaHTH
po3noniny, iHBapiaHTHI 3HAUYCHHSI.

CpaBHuTeILHBINH aHaN3 HH(depeHnnaJbHbIX HHBADHAHTOB
HA OCHOBe CILIAiH-Mo/eJIeil P Pa3InYHbIX HCKAKEHUAX U300paxkeHui

®. A. IIpucraska, O. I'. Yenblmkuna

AHHoTanus. B 3amavax noucka ocobeHHOcTeH LU(POBBIX H300pa’KeHH AKTYalIbHBIM €CTh OIPEJEICHHE TAaKuX
pelieHuii, KoTopble odecreunBaroT OblcTpozeiicTBue npu 00padoTke. B craThe MpoBeeHbl 3KCIEPUMEHTANIBHBIE HCCIICIOBAHUS
npuMeHeHus 1 GepeHINaIbHbIX WHBAPUAHTOB HAa OCHOBE YACTHBIX IPOM3BOAHBIX MOJENHM HM300paXKeHUs, KaK JIMHEHHON
KoMOMHaLu B-cruiaifHoB, 6JIM3KUX K MHTEPIONALMOHHBIX B cpefHeM. Takas MOJIelIb COXpaHSIeT CBOMCTBA raycCOBOH MOJENHU B
4acTOTHOH 0OJIaCTH, OJHAKO MMEET MEHBIIYI0 BBIYUCIUTENBHYIO CIOXHOCTb, YTO IIO3BOJIIET JIydIlle MCCIIEOBATh
aCUMIITOTHYECKHE CBOWCTBA U CBOICTBAa COOTBETCTBYIOIIMM YAaCTHBIX HPOM3BOAHBIX, HCIOIb3YEeMbIX MPH IOCTPOCHHU
JuddepeHINaIbHBIX BapHaHTOB. M3yuyancs BOIPOC pas3iMuuii pe3ylbTaToOB pacueTa MArHUTYIbl T'pajiMeHTa, JaIlCacHaHy,
JICTEPMUHAHTY T'€CCHaH M KPUBU3HBI KPHUBOH MacimTabMpoBaHMs Ipu 00paboTke M300pa)KeHMiH, CBOpPauMBAINCH C MAcKaMU
HU3KOYaCTOTHBIX (UIBTPOB M MAacOK OIEPaToOpoB, IIOCTPOCHHBIE HA OCHOBE pAa3IMYUi OINEPaToOpoOB  CIIIaKUBaHMU.
OKCIEPUMEHTAIBHO TOATBEPIKICHO, YTO CrIaXMBaHHE LU(POBBIX H300paXKEHWH M yMEHBLICHHE UX JIMHEHHBIX pa3MepoB
no3BossieT hopmanuzoBarh nporecc ordbopa 0cCOOCHHOCTEH HAa OCHOBaHMH aHAJIN3a PAcCHPEEICHUN BepOATHOCTEH BBEIECHHBIX
1 depeHIaIbHBIX HHBAPUAHTOB. [Ipe/iioxKeHHbIH MOAX0A MOXKET ObITh PEKOMEH/IOBAaHHbIN IPH ITOUCKE ITOXOKHX O0BEKTOB,
KOTOpBIE COAEPIKAT pa3InyuHble N300paxxeHus. PaccMOTpeHHbIH B paboTe MOAX0J UMEET HU3KYIO BEIYUCIUTEIBbHYIO CIIOKHOCTD,
YTO IIO03BOJISACT PEKOMEHJ0BATh €ro Ul HCIONB30BAHMSA B CHCTEMAX C HU3KOW CKOPOCTBIO BBIYMCICHUH, B 4aCTHOCTH, IS
cucreM, (QyHKIIMOHMPYIOMNX HA OJHOILIATHBIX KOMIIbIOTEpaX.

Karoudesbie ciaoBa: Mozenb usoOpaxkeHus, B-cruaiinbl, oneparopsl auddepeHuupoBanus, auddepeHunanbHpe
WHBapHaHThI paclpe/ie]IeHNs], HHBAPUAHTHbIE 3HAUCHHUS.
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