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ANALYSIS AND COMPARATIVE RESEARCHES OF METHODS
FOR IMPROVING THE SOFTWARE

Abstract. The results analysis of main methods for identifying software vulnerabilities presents in the article. The results
of authors’ research, synthesizing and regulating knowledge about systems for detecting software vulnerabilities, are presented.
The software analysis methods used during certification tests are considered. It is shown that the methods and techniques existing
for software security analysis use do not ensure the result accuracy under fuzzy input data conditions. This drawback is
aggravated by strict requirements for the test scenarios implementation speed. This is largely due to the fact that experts, in order
to a decision make, have to conflicting information large amounts analyzed. Consequently, it is necessary to develop a system for
identifying vulnerabilities, the main task of which will be to the conflicting information amount minimize used by an expert
when making a decision. The most promising direction the existing identifying vulnerabilities systems efficiency increasing is
seen in reducing the burden on an expert by methods for identifying vulnerabilities and implementing a decision support system
improving. This will significantly reduce the time spent on a decision making on software security, and, as a result, will the
software security testing procedure accessible to a developer’s wide range make more.
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The requirements and security risks analysis
of computer systems software

The modern information space is a complex,
heterogeneous structure that performs society various
functions and needs. At the same time, a significant part
of the automation and intellectualization functions is
assumed by computer systems (CS). Malicious impacts
on the CS during their operation are carried out with
purposes various malicious of security services violation
(deterioration). The tasks solution related to the
prevention of unauthorized influences on the CS and the
information that is processed and stored in them is
carried out as part of comprehensive programs to
improve security. At the same time, the safety CS
improving problem is high relevance.

A generalized CS security model can be
represented as Fig. 1, which is based on the following
objects: security improving methods and means —
security software increasing models, methods and
means; user’s interaction computerized system —
hardware and software, computing, information,
linguistic, communication and other resources for

interacting with users, as well as the users themselves;
software — is one of the most important and vulnerable
computer systems components; security increasing
mechanisms and means — information protecting
mechanisms and means; security threats — a potential
event, action, process or phenomenon that could
damage the user’s interaction computerized system;
security risks — the potential possibility exploiting
vulnerabilities CS of a specific threat to cause damage.
An existing computer systems integral component
is software. And, in many respects, the operation CS
quality depends on the operating software quality. As
noted in the explanations, one of the most vulnerable,
from the view of security point, components the CS is
software. Moreover, the task of increasing (ensuring)
software security the complexity is compounded by the
need to take into account security risk factors
throughout the entire software development life cycle.
An international standards number of analysis and
regulatory documents [10, 11, 12, 14] has shown a
significant increase in software quality requirements
recently. This only confirms the fact the expert
community increase attention to the software operation
issues and tasks. The conducted

Security improving methods and means

studies  allowed classifying
software  requirements  and

~ =

CS vulnerabilities

presenting them in the diagram
form Fig. 2. This scheme clearly
illustrates the fact that now, in
addition to the ensuring tasks

CS software complgtgqess anc! use  ease,
vulnerabilities accessibility, reliability and
Threats m ‘E‘> Computerized user othel.r characteristics, the
The computer | Interaction system requlrements for software
systems hardv:are security are becoming

componen . . K
vulnerabilities increasingly important -among
operators. As the developing and
operating ~ secure  software
Fig. 1. Generalized computer system security model importance evidence, we can
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note the annual growth its vulnerabilities identified. So,
in Fig. 3, statistics are presented for only one software
type — Web applications with risk varying degrees
vulnerabilities, noted by IBM over the past two years.

Open sources information research [1, 8, 16] made
it possible to present the most common vulnerabilities
types. The software security threats classification is
presented in Fig. 4.

Software requirements
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Fig. 3. The Web applications percentage
with vulnerability varying degrees

recent years there has been a significant increase in the
cyberattacks intensity, and hence an even greater these
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threats spectrum expansion. Such a variety very often
leads to ambiguity in assessing the software security
level among experts and those responsible for
information security issues. Taking into account an

increasing number of factors and threats leads to the
uncertainty ~ factors  introduction, complicating
decision-making processes and reducing the results
accuracy.

Tnformation Security Threats in Software Development ‘
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Fig. 4. The software security threats classification

Therefore, it becomes important to develop and
implement models and methods for improving software
security, taking into account uncertainties.

The software vulnerability detection
methods analysis

The literature [1, 3] comparative review showed
that software traditional methods analysis are somehow
connected with the defects absence proof. Moreover,
these methods can be divided into two main categories:
inspection-testing and logical-linguistic.

It is known from [1] that such a classification is
based on their focus on the action object. So inspection-
testing methods are aimed at fixing the software security
violation fact, and logical-linguistic methods are aimed
at the software under study identifying deviations from
indicators declared in the technical documentation.

Research has shown that there are currently many
different options for classifying methods for identifying
software vulnerabilities. At the same time, noting their
wide range and variety, one can also indicate their
action direction and identify target and auxiliary
methods.

Let us present the methods classification for
identifying software vulnerabilities in the form of Fig. 5.

As can be seen from this figure, most of the
methods can be synthesized according to the expert;
dynamic, static and combined analyzes principles. At
the same time, about 45% of the methods are targeted.
Let us present the comparative characteristics of the
proposed methods.

Since the greatest effect in the software security
testing process is provided by target methods, we will
focus on these methods, evaluate them and highlight their
use limitations. To highlight these methods quality

characteristics using, we use the CWE (Common
Weakness Enumeration) database developed and
recommended by MITRE (mitre.org) Corporation and the
US Department of Homeland Security (DHS) Cyber-
security and Infrastructure Security Agency (CISA) [6].

We will select the characteristics recommended by
MITRE from the specified base: the input / output user
data processing errors (CWE - 78, 79, 89, 119, 134, 189,
352, 434); security functions errors (CWE - 21, 200,
255, 264, 287, 310); synchronization errors (CWE -
162, 399, 829, 834); the use software interfaces errors
(CWE - 583, 684); environment errors (CWE - 16, 733);
the error handling disadvantages (CWE - 703);
encapsulation errors (CWE - 653); low code quality
(CWE - 477).

The targeted methods applicability pie diagrams
for identifying software vulnerabilities, as applied to the
most common security threats analysis, are shown in
Fig. 6.

The critical software vulnerabilities statistics
analysis, in accordance with MITRE 2019 CWE Top,
OWASP Top 10-2019, WASC (Web Application
Security Statistics Project), made it possible to present
the most dangerous software errors brief description
(vulnerabilities) in Table 1.

As can be seen from the diagrams Fig. 6, the listed
and researched targeted methods for identifying
vulnerabilities cover most of the error spectrum.
However, the problem of identifying the vulnerabilities
most, at this stage, using existing methods has not been
completely resolved. In addition, it should be borne in
mind that most, even targeted, methods for identifying
vulnerabilities do not fully solve the assigned tasks.
However, some of them are applicable for detecting a
limited errors number.
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Fig. 6. The targeted methods applicability pie charts for identifying software vulnerabilities

Consequently, experts (developers) need to take
into account the fact that it is advisable to use the entire
possible the proposed methods spectrum. It is only
necessary to determine the methodology for their most
effective use in the security testing process.

This hypothesis is confirmed by the availability
methods with a sufficiently high applicability degree.
For example, formal verification is applicable to
identify more than 70% of errors, and interprocedural
context-sensitive analysis covers about 40% of software
vulnerabilities.

It should be noted that very the three-dimensional
scale introduction for assessing the presented methods

applicability introduces a fuzziness element in the
decision-making process about possible software
vulnerability. This is especially true when different
methods of identifying vulnerabilities show opposite,
conflicting results. The advertised software errors
variety, their occurring at all software development
stages possibility, the ambiguity of understanding the
rules and specifications by software developers (for
example, CWE-684), as well as other factors, reduce the
error detection accuracy, introduce ambiguity in the
conditions for identifying software vulnerabilities,
complicate by experts the adoption process software
security solutions.
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Table I — The most dangerous software errors (vulnerabilities) brief description

No Index Characteristics description Software vulnerability brief description
1 |CWE-119 | Improper Restriction of The software performs operations on a memory buffer, but it can read from
Operations within the Bounds of a | or write to a memory location that is outside of the intended boundary of the
Memory Buffer buffer.
2 |CWE-79 |Improper Neutralization of Input | The software does not neutralize or incorrectly neutralizes user-controllable
During Web Page Generation input before it is placed in output that is used as a web page that is served to
other users.
3 |CWE-78 |Improper Neutralization of Special | The software constructs all or part of an OS command using externally-
Elements used in an OS Command | influenced input from an upstream component, but it does not neutralize or
('OS Command Injection') incorrectly neutralizes special elements that could modify the intended OS
command when it is sent to a downstream component.
4 | CWE-200 | Exposure of Sensitive Information | The product exposes sensitive information to an actor that is not explicitly
to an Unauthorized Actor authorized to have access to that information.
5 |CWE-162 | Improper Neutralization of The software receives input from an upstream component, but it does not
Trailing Special Elements neutralize or incorrectly neutralizes trailing special elements that could be
interpreted in unexpected ways when they are sent to a downstream component.
6 | CWE-684 | Incorrect Provision of Specified | The code does not function according to its published specifications,
Functionality potentially leading to incorrect usage.
7 | CWE-733 | Compiler Optimization Removal | The developer builds a security-critical protection mechanism into the
or Modification of Security- software, but the compiler optimizes the program such that the mechanism i
critical Code removed or modified.
8 | CWE-703 | Improper Check or Handling of | The software does not properly anticipate or handle exceptional conditions
Exceptional Conditions that rarely occur during normal operation of the software.
9 | CWE-653 | Insufficient Compartmentalization | The product does not sufficiently compartmentalize functionality or
processes that require different privilege levels, rights, or permissions.
10 | CWE - 477 Use of Obsolete Function The code uses deprecated or obsolete functions, which suggests that the codg
has not been actively reviewed or maintained.

There is a need to synthesize knowledge about
software vulnerabilities and develop appropriate models
and methods to support decision-making about software
security, taking into account a fuzzy input data factors.

The models and methods analysis
for software security decision support

The literature analysis [4, 5, 7] and research
conducted have shown the approaches, models, methods
and decision support systems (DSS) wide range.

Based on the generally accepted classification
systems, three main the decision making theory
approaches can be distinguished, divided according to
the conditions for making decisions:

- in certainty conditions taken;

- in risk conditions taken;

- in uncertainty conditions taken.

At the same time, the conducted research has
shown the alternatives priority to the DSS models and
methods occurring under a risk and uncertainty
conditions. It should be noted that most often, in
practice, in order to improve the DSS systems quality
and accuracy results, it becomes necessary to synthesize
knowledge in a risks and uncertainties reducing for
solving problems.

Research have shown that in the DSS systems
development, taking into account the reducing risks
tasks is reduced to minimizing the first and second kind
errors probability that arise when making decisions.

It is known from [4] that it is customary to refer
the first kind mistakes as a wrong solutions making in
the current conditions, to the second kind errors - not to
accept the right one. Quantitatively, these errors ratio
consequences are estimated by the risk formula:

where C, — the expected "useful value" in the actions
taken result; P(H};) — the probability that the actions
strategy is chosen correctly and the event will be
completed with a positive result; C,; — losses arising as
a breakdown result or unreasonable decision to act;
P(H,;) — the probability of wrong choice strategy,
leading to a negative result.

In the works [7, 13] the risk reduction approach
when testing the computer systems security was
considered. The ROC-analysis apparatus was taken as
the basis for solving the problem. Using the data and
research results, the authors carried out a comparative
analysis of the developed methods for identifying
anomalies and abuses of critical computer systems. The
hypothesis was confirmed that the methods for
identifying anomalies, which were based on the fuzzy
mathematics theory rules (fuzzy discriminant and
cluster analysis and a fuzzy expert system based on the
Bayesian classifier), satisfy the established quality
criteria. At the same time, the computer systems
software component architectures and semantics
development rapid pace requires an increase in the using
efficiency this well-known mathematical apparatus.

It should be noted that the certain methods
possibility risk reduction is determined by the fact that
their occurrence nature is in the same area in which the
information uncertainty arises. Risks are determined
both by making decisions based on incomplete initial
data and by the confrontational systems actions
algorithms ignorance. Accordingly, the risk reduction
calculation methods can be considered from a reducing
uncertainty methods set. The DSS systems synthesizing

128



ISSN 2522-9052

CyuacHi indopmaniiini cucremu. 2020. T. 4, Ne 3

task in this situation is reduced to the specific methods
choice for reducing uncertainty, their combination or
integrated use. The reducing uncertainties methods
classification is shown in Fig. 7. As you can see from
the figure, the uncertainties reducing methods can be
conditionally divided into two large groups: based on

the starter data modifying methods and algorithmic. The
conducted research has shown that the initial data
modifying methods choice is implemented taking into
account the requirements for the data processing quality
(for example, taking into account the requirements for
the problem solving promptness).

Uncertainty reduction methods

The starter data modifying methods Specialized algorithmic methods
Game theo 1he SOl
| Multiple planning options — Y t— computings theory
methods
methods
Bounded -
| Fuzzy sets — Rationality — Structrlrllr:tlhr(r)lé)sdehng
Methods
. . . Risk theory The "classical" higher
t— The uncertainty sequential reduction — methods | mathematics methods
— Intelligent processin, || Expected utility — l\/iztt;ZE?;lijlal
gentp & theory methods prog &
methods

Fig. 7. The reducing uncertainties methods classification

For example, multivariate planning methods are
very popular in the financial and economic sector. And
some works in this industry [5] emphasize their use
appropriateness in solving optimization problems of
allocating resources and forces. However, the
significant time spent on their implementation, as well
as the taking impossibility into account the possible
alternatives entire range, reduce their capabilities when
solving problems in increasing software security.
However, the significant time spent on their
implementation, as well as the taking impossibility into
account the possible alternatives entire range, reduce
their capabilities when solving problems in increasing
software security.

The uncertainty successive reduction methods
have a similar disadvantage, although such the methods
accuracy, as seen from the sources [18], is quite high.

The intellectual processing methods, despite their
diversity and positive reviews [15, 18], ultimately most
often come down to separate structural subtasks of the
overall task consistently reducing uncertainty. Based on
this, we can conclude about the relatively these methods
low efficiency.

At the same time, the fuzzy sets theory at this stage
has significant prospects for its development. So in the
works [4, 7] high obtaining accuracy and efficiency the
resulting data processed using the fuzzy sets theory the
methods is noted.

With an algorithmic approach to reducing
uncertainty, the methods choice is most often limited to
the decision theory functionality. Each of these methods
has a advantages and disadvantages set.

So in the works [9, 15], it is noted on the one hand
the solving multi-alternative problems possibility of the
game theory mathematical apparatus (namely, in this
problem formulation we most often encounter when

modeling the software security testing process), and on
the other hand, the uncertainty in the indicators and
optimization criteria. Also, high computational
complexity significantly limits the implementing
practical this modeling mechanism possibilities.

And, for example, in the works [2] devoted to the
expected utility theory, it is noted that this theory main
provisions application to reduce the uncertainty, the
source of which is the information asymmetry,
contributed to the agency relations normative theory
formation. But it is this, according to the authors that
often become a factor in reducing the resulting data
accuracy. A shift in the research vector only towards
empirical knowledge reduces other theoretical
approaches value, which ultimately leads to a decrease
in the modeling results quality.

Largely, the bounded rationality methods [4] have
similar disadvantages, which recommend minimizing
the expected result, based on the person’s (expert’s)
socio-psychological characteristics making the decision.

The literature review conducted [4, 15, 17] led to
the works conclusion about a large number devoted to
the mathematical programming methods. So, to the
mathematical programming problems solve, more than
two dozen mathematical methods are used: from the
simplest "northwest corner" to computationally complex
gradient methods for finding an extremum. Taking this
into account, the DSS systems efficiency improving
problem using this mathematical apparatus is not in the
new mathematical programming methods development,
but rather in the complexity of formalizing the solution
conditions and choosing methods for them that most
adequately describe the controlled system functioning.

Research have shown that the structural modeling
methodology, "classical" higher mathematics, the "soft"
computing’s theory for a classes of problems and
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models wide range solving are described in sufficient
detail in the scientists works. So, for example, it is
described in the works devoted to the DSS systems
software creation [7, 8], the calculations general
mathematical methods development in the decision
support interests [4], and mathematical modeling
interests [17, 18]. Despite the rather long history and
these methods variety, their improvement and use will
allow one to fulfill a particular scientific tasks number
of increasing software security. So, for example,
structural modeling methods will allow formalizing the
DSS process, and the methods of the "soft" computing
theory and "classical" higher mathematics will the basis
of the developed method become for software security
increasing.

Thus, the forming alternatives problem in DSS
systems about software safety in a priori uncertainty
conditions and the resulting risks can be solved by
improving mathematical methods [7, 15, 17, 18].

Research problem statement

The research conducted on existing systems for
identifying software vulnerabilities have shown that
they have a disadvantages number associated with the
complexity of processing a input data large amount with
a high contradiction degree. In addition, the lack of
improved decision support mechanisms reduces the
expert group effectiveness. Confirming this hypothesis,

we present a generalized model for identifying
vulnerabilities in Fig. 8.
Vulnerability
detection system
F1(Vs V)
Code and software | "*
o V1
compilation results
ISNAZE W )
ZV,. Expert
Jatabases of
possible
vulnerabilities |1 Vi
Fn(ViVy)

Fig. 8. Generalized vulnerability identification model

As can be seen from the figure, the information
amount obtained during software testing Vs the
expert's  decision-making  process  significantly
complicated makes, the time for implementing test
scenarios increases, and the software security
procedures effectiveness reduces. Vs is defined as the

software security tests results sum carried out by various
methods.

Ve =2 V;, )

=

where i — the method number; n — the test cases number.
The value V; depends on the source code volume

and software compilation results V.,

the possible

vulnerabilities database volume V,, as well as the

algorithm that implements the check V; = F; (V,.,V).

ro’s
The time #,,,, required to implement test scenarios
for analyzing software for vulnerabilities is determined

similarly to the value V;. The value ¢, depends on the

vulnerability detection system operating time ¢ as

cey ?
well as the time ¢, required for an expert to make a
decision.

The time 7., is determined by the maximum time

values spent on searching for vulnerabilities, by each of
the methods implemented in the system for identifying
vulnerabilities.

Assuming that software security tests start running
at the same time ¢;,,, the total time to determine

software security is:
tges =max (fi (Voo Vo) o (Vo Vi)) 405 (3)

The values V;, based on the problem formulation,

should be free from uncertainty signs. However, the
resulting data that determine software security decisions
due to the data possible polarization may again become
fuzzy.

Proceeding from this, increasing the software
security testing procedures efficiency, as well as the
making decisions efficiency about security, lies in the
optimization problem plane solving of minimizing the
fuzzy sets fuzziness index.

The fuzzy sets fuzziness index, on the one hand,
directly depends on the fuzzy set power, that is, the
analyzed data volume Vs, and on the other hand, it

depends on the conflicting data set power Vz(“p).

Accordingly, a particular optimization problem can be
transformed into the result:

i) s min, (4)

when limited R < R,,,, .

To reduce the importance there is proposed to
improve the method for identifying vulnerabilities in the
work, as well as DSS methods as the system integral
part for identifying vulnerabilities use. These methods
implementation will allow you to achieve the required
result by removing from Vs the data that do not affect

decision making, automate the data processing process
and focus on important information for decision
making. It is proposed to use these methods as the
vulnerability detection system modules components. In
this case, the generalized model for identifying
vulnerabilities is transformed into Fig. 9.

In the presented figure, it is not possible to display
the detecting software security promptness factors
account. However, the efficiency characteristic
significantly affects the software quality and its security.
For the optimization problem representation
completeness, we introduce the software safety
indicator, and denote it as the software secure factor

(I10)
K663 .
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Fig. 9. Improved generalized vulnerability
identification model

Based on this, we present the software security
increasing task in the mathematical expression form:

Kégg()) =arg {1‘563 (f(VZ(“P) )) —min/ R< Ry, }

Thus, in order to a scientific problem solve and
this goal achieve, it is necessary to the following
research tasks solve:

—to conduct an existing methods analysis
comparative and research for identifying vulnerabilities
and making decisions on software compliance with
security requirements;

— to improve the model and method for identifying
software vulnerability;

—no develop a method for making a decision on
software security;

—to evaluate the developed methods effectiveness
and the research results obtained reliability;

—to develop practical recommendations for the
software security increasing developed methods using.

Conclusions

The results analysis of main methods for
identifying software vulnerabilities presents in the
article. The results of author’s research, synthesizing
and regulating knowledge about systems for detecting
software vulnerabilities, are presented. The software
analysis methods used during certification tests are
considered.

It is shown that the methods and techniques
existing for software security analysis use do not ensure
the result accuracy under fuzzy input data conditions.
This drawback is aggravated by strict requirements for
the test scenarios implementation speed. This is largely
due to the fact that experts, in order to make a decision,
have to large conflicting information amounts analyze.
Consequently, it is necessary to develop a system for
identifying vulnerabilities, the main task of which will
be to the conflicting information amount minimize used
by an expert when making a decision.

The most promising direction the existing
identifying vulnerabilities systems efficiency increasing
is seen in reducing the burden on an expert by methods
for identifying wvulnerabilities and implementing a
decision support system improving. This will
significantly reduce the time spent on a decision making
on software security, and, as a result, will the software
security testing procedure accessible to a developer’s
wide range make more.

Also, the software security testing procedures
availability increasing have to the both developers and
information systems users interest increase to the
security problem, which, in turn, will give a new
impetus to the methods and systems for identifying
vulnerabilities development and verifying software
compliance with security requirements.

REFERENCES

Ju—

Kazarin, O. V. (2003), Security of computer systems software, MGUL, Moscow, 212 p.

2. Podshivalov, G.K., Ternovskov, V.B., Demidov, L.N. and Tarasov B.A. (2016), “Economic security in the face of
uncertainty”, Economics: yesterday, today, tomorrow, No. 2, pp. 242-257.

B

Savin, R. (2007), Testing Dot Com or A Manual on Bug Abuse in Internet Startups, Delo, Moscow, 312 p.
Tikhanychev, O. V. (2018), Theory and practice of decision support automation, Editus, Moscow, 76 p.

5. Yuzvovich, L.I. and Yudina, E.A. (2014), “An integrated approach to the study of the essence, principles and methods of
financial planning at enterprises in the economic system”, Fundamental research, No. 9, pp. 1596-1601.
6. (2020), CWE List Version 4.1, available at: https://cwe.mitre.org/data/.

10.

11.

12.

13.

14.

Gavrylenko, S., Chelak, V., Hornostal, O. and Vassilev, V. (2020), “Development of a method for identifying the state of a
computer system using fuzzy cluster analysis”, Advanced Information Systems, Vol. 4, No. 2, pp. 8-11, DOLI:
https://doi.org/10.20998/2522-9052.2020.2.02.

Imtiaz, N., Murphy, B. and Williams L. (2019), “How Do Developers Act on Static Analysis Alerts? An Empirical Study of
Coverity Usage”, 2019 IEEE 30th International Symposium on Software Reliability Engineering (ISSRE), Berlin, Germany,
pp. 323-333, DOL: https://doi.org/10.1109/ISSRE.2019.00040.

Ishizaka, Alessio and Philippe, Nemery (2013), Multi-criteria Decision Analysis: Methods and Sofiware, SAP Labs — China,
Shanghai, PRC 2013, 310 p.

(2020), ISO/IEC 27034-1:2011 Information technology — Security techniques — Application security, available at:
https://www.iso.org/standard/44378.html.

(2020), ISO/IEC 15408-1:2009 Information technology — Security techniques — Evaluation criteria for IT security,
available at: https://www.iso.org/standard/50341.html.

(2020), New ISA/IEC 62443 standard specifies security capabilities for control system components, available at:
https://www.isa.org/intech/201810standards/.

O’Connell, and James, L.M. (2013), “SzalmaRoc-Estimator Software and Roc Analysis”, Proceedings the Human Factors
and Ergonomics Society Annual Meeting, Vol. 57 is. 1, pp. 1432-1434.

Sanjab, Anibal and Walid, Saad (2016), “On bounded rationality in cyber-physical systems security: Game-theoretic analysis
with application to smart grid protection”, Computer Science, Mathematics, 2016 Joint Workshop on Cyber-Physical Security
and Resilience in Smart Grids (CPSR-SG), Vienna, 2016, pp. 1-6, DOI: https://doi.org/10.1109/CPSRSG.2016.7684101.

131



Advanced Information Systems. 2020. Vol. 4, No. 3 ISSN 2522-9052

15. (2020), OWASP Proactive Controls, available at: https://owasp.org/www-project-proactive-controls/.

16. Semenova, Z.V., Danilova, O.T. and Kovshar, L.R. (2019), “The analysis of security of a stack of technologies for
development of web-resources”, Dynamics of systems, mechanisms and machines, Vol. 7, No. 4, pp. 98-105.

17. Sinha, S.M. (2006), Mathematical Programming. Theory and Methods. Elsevier Science, 572 p.

18. Zhang, Yuchen and Liu, Jing (2019), “Optimal Decision-Making Approach for Cyber Security Defense Using Game Theory
and Intelligent Learning”, Security and Communication Networks Volume, Article ID 3038586, 16 p., DOLI:
https://doi.org/10.1155/2019/3038586.

Haniitmna (received) 25.06.2020
IpuitasaTa no npyky (accepted for publication) 02.09.2020

B1IOMOCTI ITPO ABTOPIB / ABOUT THE AUTHORS

Mo:kaes Muxaiisio OJieKcaHIpPOBMY — KaHIWIAT TEXHIYHMX HayK, 3aBidyBad CEKTOPOM KOMII'IOTEPHO-TEXHIYHUX,
TEJICKOMYHIKalliiHUX JOCIIJUKeHb Ta JOCHIIKEHb BiZle0-, 3BYKO3alUCy XapKiBCbKOIO HAayKOBO-JIOCITIJHOIO iHCTUTYTY
cynoBux ekcrieptus im. 3aci. npod. M. C. Bokapiyca, XapkiB, YkpaiHa;

Mykhailo Mozhaiev — Candidate of Technical Sciences, Head of Department of Computer Engineering,
Telecommunications, Video- and Audio-recording Research, Hon. Prof. M.S. Bokarius Kharkiv Research Institute of
Forensic Examinations, Kharkiv, Ukraine;

e-mail: mikhail.mozhayev@hniise.gov.ua; ORCID ID: http://orcid.org/0000-0003-1566-9260.

JaBuaoB BsiueciaB BaaumMoBHMY — KaHIMAAT TEXHIYHUX HayK, JgoumeHT Kadeapu "OOuucimoBalIbHAa TEXHiKa Ta
nporpamyBanHs", HanioHanbHui TexHIuHMHA yHiBepeuTeT "XapKiBchkuil noiTexHigHuA iHCTHTYT", XapKiB, YKpaiHa,
Viacheslav Davydov — Candidate of Technical Sciences, Associate Professor of Computer Engineering and Programming
Department, National Technical University "Kharkiv Polytechnic Institute", Kharkiv, Ukraine;
e-mail: vyacheslav.v.davydov@gmail.com; ORCID ID: https://orcid.org/0000-0002-2976-8422.

Jlinzsan IxaH — BUKIaad KOJIEDKY KOMI'IOTepHUX Hayk, Tunosuil yHiBepcuter Helinzsana, Heitisan, Kitaii;

Zhang Liqiang — teacher, College of Computer Science, Neijiang Normal University, Neijiang, China.
e-mail: zhangig@nijtc.edu.cn; ORCID ID: https://orcid.org/0000- 0003-1278-2209.

AHaJIi3 Ta NOPiBHSJIbHI AOC/TiKeHHs] METOIB MiIBMILCHHS PiBHs (0e3NeKH NMPOrpaMHoro 3ade3ne4eHHs
M. O. Moxaes, B. B. Jlaunos, Jxan Jlinazsa

AHoTanisi. Y crarri npencraBieHi pe3ynbTaTH aHajlidy OCHOBHHMX METOAIB BUSIBICHHS BpPas3iMBOCTEH IPOrpamMHOro
3abe3neuenns. [IpencraBieHi pe3ynpraTd JIOCHIUKEHb Psily aBTOpIB, CHHTE3YIOUMX Ta PErVIAMEHTYIOUMX 3HaHb PO CHUCTEMH
BUSIBIICHHS BPA3JIMBOCTEH IpOrpamMHOro 3a0esneyeHHs. Po3risiHyri Meroau aHamily IIporpamMHOro 3a0e3ledyeHHs, 1o
BUKOPUCTOBYIOTBCS IIPH IIPOBEICHHI cepTU(ikaliiiHuX BUNpoOyBaHb. [TokazaHo, 1110 BUKOPUCTAHHS 1CHYIOUMX METOJIB Ta METOJMK
aHatizy Oe3neKku mporpaMHoOro 3ade3nedeHHs He 3a0e3reduye TOYHICTh pe3yibTaTiB Ha yMOBAaX HEUHCENBHUX BXiJHUX HaHuX. Lleit
HEJIOJNIK YCKJIaJTHIOE YKOPCTKI BUMOTH JIO OIEpaTHBHOCTI peaiizalii TecToBHX cueHapiiB. Omke, HeoOXiqHe Po3pOOJICHHS CUCTEMH
BUSIBIICHHS Bpa3IMBUX KOPUCTYBauiB, OCHOBHOI 3aJlaueto sKoi Oynae MiHiMizalis KUIBKOCTI HPOTHpIUHOl iH(opMmarii, 1o
BUKOPUCTOBYETBCS €KCIIEPTOM IIPH NPUHHATTI pitieHb. Halikpalie nepcrnexTHBHe CTBOPEHHS IiIBUILEHHS €()eKTHBHOCTI iICHYIOUNX
CHCTEM BHSBJICHHS BPA3JIMBOCTEH IIOJNArAa€ y 3MEHIICHHI HABAHTaXXEHb €KCIIEPTIB 33 PaXyHOK BUIPOOYBaHb METOAIB BUSBJICHHS
BPa3IMBOCTEH, 10 BIPOBA/DKEH] 10 CUCTEM MIATPUMKHU NPUIHATTSA piieHb. Lle N03BONUTH iCTOTHO 3HU3MTHU 3aTPUMKH 4acy IpU
MIPUHHSTTI pillleHb M0J0 Oe3MeKH MPOrpaMHOro 3a0e3IeueHHs, a TaKOXK, SIK HACIIJOK, 3p00HTh MPOLEAypy TECTyBaHHS Oe3NeKd
MPOrPaMHOro 3a0e3MeUeHHs OUIBLI JOCTYITHOIO IIMPOKOMY KOJIy po3poOHUKiB. [TiZBUILEHHS TOCTYITHOCTI NPOLELYpP TECTyBaHHS
6e31eKH IIPOrpaMHOro 3a0e3MeueHHs IOBHMHHO I1iIBUIIYBATH iHTEPEC K PO3POOHUKIB, TaK 1 KOPUCTYBayiB iHPOPMALIHHUX CHCTEM
10 rpo0IieM Oe3neKH, 1110, B CBOIO Yepry, 1acTb HOBHII IMITYJIbC PO3BUTKY METO/IIB Ta CUCTEM BUSBIICHHS BPa3JIMBOCTEH 1 MepeBipKU
BI/INOBITHOCT] IIPOrpPaMHUM BUMOraM Oe3IeKH.

Kaw4doBi caoBa: KOMH'IOTepHa ChCTEMA; IPOrpaMHe 33663HC‘IGHHH; pU3nKu 663]’[61(1/1; 3arposu Oe3IeKu.

AHAJIN3 ¥ CPaBHUTEJIbHbIE NCCIeT0BAHNS METOA0B NMOBBIIIEHNs 0€30MACHOCTH MPOrPAMMHOI0 o0ecTedeHust
M. A. Moxaes, B. B. [laBb1i0B, Jxxan JIuipsn

AHHOTanus. B crartee mpencTaBieHsl pe3yIbTaThl aHAIN3a OCHOBHBIX METOOB BBIBICHHMS yI3BHUMOCTel Software.
IIpuBeneHs! pe3yibTaThl UCCIEIOBaHUI Psiia aBTOPOB, CHHTE3UPYIOLIHE U PErIaMEHTHPYIOIINE 3HAHUS O CHCTEMAaX BBLSIBICHUS
yazBuMocreil Software. Paccmorpensl Meroznsl aHanusa Software, Hcrmonb3yemble INPU HPOBEICHHH CEPTH(HHUKAIMOHHBIX
ucnbiTanuil. [loka3aHo, 4TO MCIONB30BaHHE CYILECTBYIOIIMX METOJOB M METOAMK aHanm3a OesomacHoctd Software He
o0ecreurBaeT TOYHOCTH PE3yNlbTaTa B YCIOBHMSAX HEYETKHX BXOMHBIX JAHHBIX. JTOT HENOCTATOK YCYIYOJLSIETCS JKECTKHMHU
TpeOOBaHUAMHM K ONEPATHMBHOCTH pEaM3allid TECTOBBIX cleHapueB. CiieqoBaTenbHO, HEOOXOAMMO pa3paboTaTb CHCTEMY
BBISBJICHUSI YA3BUMOCTEl, OCHOBHOW 3ajgaueil KOTOpOH OyneT MHUHMMH3aLMs KOJIMYECTBA NPOTUBOPEYHMBOH HH(OpMAIMH,
UCIONB3yeMOH DKCIEPTOM NPY NMPUHATHY penieHns. HanOolee NepCHeKTUBHBIM HANpaBieHUEM IMOBBIEHHS d(h(EKTHBHOCTH
CYILECTBYIOLINX CHCTEM BBISBICHUS YS3BUMOCTEH BUIMTCS CHIDKCHHE HArpy3KH Ha SKCIIEpTa 3a CYET YCOBEPIICHCTBOBAHHS
METO/IOB BBISIBJICHHS YA3BUMOCTEH M BHEAPSHYS CHCTEMBI HOIEPIKKH IPUHATHS PELICHUs. DTO MO3BOJIUT CYIIECTBEHHO CHU3UTh
3aTpaThl BPEMEHM HA NPUHATHE pelleHus o Oe3omacHocTu Software, M, Kak CIEICTBHE, CIENAeT HPOLENYPY TECTHPOBAHMS
Oe3omacHocTH  Software Ooiee JOCTYNHOM INMPOKOMY KpYry pa3paborunkoB. [loBBIIIEHHWE JOCTYITHOCTH HPOLEAYP
TecTUpoBaHMs Oe3omacHocTH Software [OIDKHO TIOBBICHTH HMHTEpeC Kak pa3pabOTUMKOB, TaKk U IOJIb30BaTeNeH
MH(pOPMALMOHHBIX CUCTEM K IIpobiieMe 6e30IacHOCTH, YTO, B CBOIO OYePEeb, JACT HOBBIH HUMITYJIBC Pa3BUTHIO METOIOB U CHCTEM
BBISIBJICHVS YSI3BUMOCTEH M BepU(UKALIMK COOTBETCTBUS Software TpeGoBaHHsM OE30MaCHOCTH.

KawueBble cioBa: KOMIIBIOTEpHAsA CUCTEMA; IPOIrpaMMHOE 06eCHe‘{eHI/Ie; pucku 6€3OHaCHOCTI/I; Yrpo3bl 0€e30IMacHOCTH.
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