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TEMPORAL REPRESENTATION OF CAUSALITY IN THE CONSTRUCTION
OF EXPLANATIONS IN INTELLIGENT SYSTEMS

Abstract. The subject matter of the article are the processes of constructing explanations in intelligent systems. Objectives.
The goal is to develop a temporal representation of causality in order to provide a description of the process of the intelligent
system as part of the explanation, taking into account the temporal aspect. As a result, it provides an opportunity to increase
user confidence in the results of the intelligent system. Tasks: structuring of causal dependences taking into account the
decision-making process in the intellectual system and its state; development of a temporal model of causality for explanations
in the intellectual system. The approaches used are: approaches to the description of causality between the elements of the
system on the basis of causal relationships, on the basis of probabilistic dependencies, as well as on the basis of the physical
interaction of its elements. The following results were obtained. The structuring of causal dependences for construction of
explanations with allocation of causal, probabilistic communications, and also dependences between a condition of intellectual
system and the recommendations received in this system is executed. A model of causal dependences in an intelligent system
is proposed to construct explanations for the recommendations of this system. Conclusions. The scientific novelty of the
results is as follows. The model of causal dependences which are intended for construction of the explanation in intellectual
system is offered. This explanation consists of a chain of causal relationships that reflect the sequence of decision-making over
time. The model covers the limitations and conditions of the formation of the result of the intelligent system. Constraints are
represented by causal relationships between key performance actions. Restrictions must be true for all explanations where they
are used. Conditions determine the probable relationships between such actions in the intellectual system. The model takes into
account the influence of key parameters of the state of the intelligent system on the achievement of the result. The presented
model provides an explanation with varying degrees of detail based on the definition of the temporal sequence of actions, as
well as taking into account changes in the states of the intelligent system.
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Introduction

The effectiveness of intelligent systems usage
largely depends on users' trust in the results of their
work. Increasing confidence is achieved through the
transparent operation of the intelligent system or by
explaining the reasons for the results proposed by the
intelligent system [1].

In the first case, the "white box" approach is
implemented [2]. According to this approach, during the
intelligent ~ system's  decisions  generating, its
transparency for the user is taken into account, which
involves taking into account the context of decision-
making. Context-oriented solutions, according to this
approach, should explain themselves. This approach
assumes that the solutions of the intelligent system can
be interpreted directly as they are formed. For example,
a sequence of rules within the logical inference of an
expert system can be interpreted as a justification for the
decision obtained for the user because it contains a
chain of causal relationships.

In the second case, it is assumed that the intelligent
system is presented in a black box [3]. That is, the
algorithms of its operation are not known to the user.
Therefore, each decision of such a system needs a
separate explanation. For example, the recommendation
system can generate for the user a personal list of goods
and services of interest to him using matrix factoring.
However, the factorization procedure itself is not clear
to the wuser. Accordingly, to increase the user's
confidence in the received recommendation, it is

necessary to provide an explanation that justifies the
accepted recommendation in a user-friendly form [4].

Modern intelligent systems solve critical problems,
in particular in the transport sector, in the
implementation of autonomous vehicle management, in
the military sphere in the management of weapons
systems, in medicine in the operational diagnosis of
patients [5]. The cost of error in the decisions of such
systems is too high. For such solutions to be used by the
user, he must trust the results obtained.

Complexes of sophisticated algorithms, including
neural networks and deep learning, are used in solving
these problems. Therefore, modern intelligent systems,
as a rule, have the form of a black box for the user [6].
Thus, the latest intelligent systems are characterized by
a contradiction between the importance the tasks of
critical nature to be solved and the possibility of a user-
friendly description of the decision-making process.
This contradiction indicates the importance of the
problem of constructing explanations for the results of
the intelligent system. This explanation increases user
confidence and facilitates the implementation of the
solution proposed by the intelligent system.

Explanation in the intelligent system is considered
a detail of the results or their reasons, making it possible
to make the process of functioning of the intelligent
system transparent and understandable to the user [7].

The existing directions of construction of
explanations are focused on determining the reasons for
the recommendations of the intelligent system by
simplifying and ensuring the transparency of the
algorithms of its work [7]. Simplifying the decision-
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making process in the intelligent system makes it
possible to explain the system's results in a user-friendly
form, for example, in the form of generalized causal
relationships between input data and the results
obtained. The form of representation of the explanation
can be both textual and visual [8].

However, the existing approaches to the formation
of explanations take into account only certain aspects of
causality and do not take into account the temporal
dynamics of causal relationships. Further generalization
and formalization of causal dependencies in the
explanation make it possible to describe an intelligent
system's operation with varying degrees of detail and
build explanations according to the knowledge and
needs of a particular user. This indicates the relevance
of the subject of this work.

The aim of the article is the development of a
temporal representation of causality describes the
operation of the intelligent system as part of the
explanation, taking into account the temporal aspect.

As a result, it provides an opportunity to increase
user confidence in the intelligent system's results. To
achieve this goal, the following tasks are solved:

— structuring of causal dependencies taking into
account the differences of the decision-making process
in the intellectual system and its state;

— development of a temporal model of causality
for explanations in the intellectual system.

Structuring causal dependencies

When simplifying the model of the intelligent
system's process within the problem of forming an
explanation, two groups of approaches are used:

—selection of key dependencies that make it
possible to generalize the process of obtaining results in
the intelligent system;

— decomposition of the process of obtaining the
result [8].

The first group of approaches aims to construct
such a representation of the decision-making process in
an intelligent system containing:

— the relationship between key variables and the
result obtained; this connection determines the influence
of key parameters on the obtained solution in a user-
friendly form;

—the causal link between key actions of the
decision-making process.

Decomposition makes it possible to identify the
links between the procedures for processing input data
and obtain and present the result. This approach
determines the causal links between these procedures.
These links are the basis for explaining the decision-
making process in the intelligent system, which simplifies
perception and increases confidence in this process.

Thus, the first group of approaches implements the
black box principle and involves the construction of a
separate explanation after obtaining the result in the
intelligent system.

The second direction of explanations is related to
the transparency of the algorithms used. That is, the
principle of the white box is implemented within this
direction. Each transparent algorithm specifies the

causal relationships that led to the corresponding
solution of the intelligent system. The transparent
algorithm itself serves as an explanation. Such results
are interpreted directly in the process of obtaining them.

A comparative analysis of the basic approaches to
the construction of explanations makes it possible to
conclude that descriptions should contain causal
relationships that most likely reflect the decision-
making sequence in the intelligent system. Such
dependencies determine both the sequence of decision-
making over time and the direct influence of this
process's parameters on the obtained result, taking into
account the either explicit or implicit representation of
time. Accordingly, the temporal representation of causal
dependencies should take into account:

—binary and probabilistic relationships between
decision actions;

—the direct influence of the values of the
parameters characterizing a condition of the intelligent
system, on the received result.

The structuring of the generalized causal
relationship that meets the above requirements is
presented in table 1.

Table I — Elements of generalized causal dependence

Element The resul- Key differences
ting value

The direct causal {true, The dependence in

relationship bet- false} the explanation must

ween actions to ob- be true

tain results in the

intellectual system

Probabilistic Proba- The inclusion of de-

relationship bilistic pendence in the expla-

between actions to nation increases the

obtain the result probability of the truth
of this explanation

The relationship {true, Dependence in the

between the state of false} explanation deter-

the intelligent mines the parameters

system and the of the intelligent

result system's state, which
have a significant
impact on the
outcome of its work

This scheme adapts the known approaches to the
description of causality: interventionist [9];
probabilistic [10]; transference [11].

Temporal model of causality for explanation
in the intellectual system

The integration of the elements listed in Table 1
based on temporal approaches [12-14], involves
consideration of causality in three aspects:

— as a causal relationship between successive events;

—as a probabilistic connection between events,
states, actions that occurred at different points in time;

—as a reflection of the information connection
between the intelligent system's elements, which leads
to a change in its states; such a connection is
implemented through the information transfer between
these elements.
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The first component of causality rl-( ll-) is as follows:

1
i) g il > @
where f;, f; — the facts between which a causal link is
established, #;,¢ j — moments of time of facts occurrence
fi» f; accordingly. The facts f;, f; for causal dependence

(1) are binary:

fj =truev false, 2)
The causal relationship for the first component is

determined based on the description of causality
considered in [11]:

Vfl-EIfl-:fl- =true < f; =true
|ka ¢fl-f1- = false < f; =true.

That is, there is a cause-and-effect relationship
between facts f;, f; only at the occurrence f; leads to the
occurrence f;. The truth of other facts f; does not affect

€)

the appearance of the fact f. An additional condition of
causal dependence is that the facts f, f; must be ordered
in time. Accordingly, the dependence rl-(l/-) is true in the

2.

case of the truth of the facts f,f; and the temporal
sequence of these facts according to (1):

”l(l,) _ true,iﬁ"(fj =truen f; =true)/\tj >, @)
’ false,otherwise.
A key feature of the form (1) dependencies is that

they determine the restrictions on possible explanations.

That is, causal dependencies rl-(l/-) must be satisfied for
all possible explanations in the intelligent system.

The second component of causality:

2

%LﬁQpr, ()
where G — is the type of relationship between the facts
Ji»f;. Probabilistic dependence rl-(?)
differences from dependence (1): sets different types of
communication of facts, taking into account the temporal
aspect; has a probabilistic nature. The type of connection
G can determine the time, sequence, and conditions of
the truth of the fact f; after the true fact f;:

G e{T,0,U}, (6)

where T — is the set of temporal dependencies using
absolute time values; O — sets of temporal
dependencies based on a priori given order of facts in
time; U - a set of temporal dependencies using
conditions to determine the order of facts over time.

In the first case, the absolute value of the time or time
interval when the fact f; becomes true after the fact f; is set.
This connection makes it possible to explain the temporal
properties of the processes in the subject area and, for
example, taking into account technological limitations on
the time of resource use, service interval, etc.

In the second case, time is given by the relative
order of occurrence of the facts. For example, a fact f;
may become true immediately after the fact f;, or

has two key

through several intermediate facts. If the fact f; is true
immediately after the fact f; this connection describes a
detailed chain of causal relationships between the
intellectual system's actions. If it is necessary to identify
only the key dependencies that led to the result, it will
not take into account intermediate facts.

Thus, the connection rl-(?) makes it possible to build
a simplified and accessible as an explanation of the

description of the recommendations in the intelligent

system. It should be noted that rl-(?)
causal relationship only for a subset of the intelligent
system's results. Therefore, such a link provides a
plausible explanation for the recommendations and
conclusions obtained. The agreed weight reflects the

probabilistic nature of the connection in this dependence:

determines the

rl-(,?) _ W(Z,)’f (f; =truen f; = true) 1, S )

0, otherwise.

The possibility of matching scales determines the
need to use them instead of the value of the probability of

using dependence rl-(j).
such scales that make it possible to obtain the correct
explanations for the intelligent system's known results.
The same dependence can belong to several explanations.
Therefore, the relative total weight of the rules should
correspond to the probability of using each explanation

E, for the intelligent system's known results:

Yo X o) srEy @

where E = {E,} — a set of explanations that were used to
describe the results in the intelligent system.

According to expression (8), the procedure for
determining the weights of the rules is a teaching
procedure with a teacher. The training result should be
such weights of rules that set the known probability of
using each explanation E,. The third component of the

(3)

representation of causality ri

The agreement is to determine

determines the

conditions under which a fact f; becomes true. The
properties f; ; of this fact are determined, which had a

significant impact on the solution obtained in the
intelligent system. Each property fj ; becomes true in

the case of acquisition k — a parameter of a given value.
In this case, for the truth of the causal relationship, the
truth of a certain subset of properties is sufficient:

() _ {true,ifok’j € ka,j = true, ©

ry /=
/ false,otherwise,

where K — a set of properties that have a key impact on
the occurrence of the fact f} ;.
(1)

Thus, the dependencies 7; F and rl-(?)

to explain the sequence of actions to obtain results by the

intelligent system. The dependence rl-(i-)

significant influence of the parameters of the state of the

are designed

reflects the
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intelligent system on the obtained result. Causality in the
explanation is comprehensively represented by
dependences (4), (7), and (9). That is, the explanation can
be represented as an ordered sequence of dependencies:

g

where m €{1,2,3} —is the index of causal dependence.

Dependencies rl-(l/-) set limits on the sequence of
occurrence of facts f;, f; over time. According to
expression (8), they have the following weight, which
provides a unit probability of the corresponding

explanation P(E,):
PE,) =134 € E,. (11)

Dependencies rl(-3), in fact, determine the truth of

facts f; based on the values of a subset of variables that
characterize these facts. Thus, the combination of relations

r.(z) and rl(.3) depending on the value of the weights wl-(’zj)

l’./
sets both probabilistic and traditional causal relationships,
taking into account the sequence of actions and the state
of the intelligent system. The integration condition of
these dependencies is to take into account the time or
order of occurrence of the facts f;, .

Temporal representation of causality based on a

combination of dependencies rl-(l/-) and rl-(?)

(4) LiﬁrP(En):la

[A (12)
b w(z-),0<w(2-) <lif P(E,))<1.
i,j i,j n

has the form:

The generalized
causality has the form:

temporal representation of

r(4) ifr(-3) = false,

iLj 27

= 1,1'frj(-3) = true,

0, otherwise.

(13)

"

In the first case, expression (13) takes into account
the sequence of actions to achieve the result. In the
second case, the state of the intelligent system is taken
into account. The binary values of the rules are
converted to numerical to calculate the probability of
realization of the explanation.

Conclusions

A model of causal dependencies for constructing
an explanation in an intelligent system is proposed. The
model contains the limitations and conditions for
forming the result (the solution of such a system).
Constraints are represented by traditional causal
relationships between actions to achieve results in the
intellectual system. Conditions determine the probable
connections between these actions. The model also
considers the parameters' influence of the intelligent
system state on the achievement of the result.

In the practical aspect, the presented model
provides an explanation in the form of a sequence of
causal relationships with varying degrees of detail based
on the definition of the temporal sequence of actions. In
the absence of information about individual actions, the
explanation can be formed considering changes in the
state of the intelligent system over time.
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TemmnopasbHe NPeICTABICHHS KAay3aJIbHOCTI IPH KOHCTPYIOBAHHI MOSICHEHD B iHTEIEKTyaJbHHX CHCTEMAaX
C. ®@. Yammrit, B. A. JlemmaCcKMit

Anotanisi. IIpegMerom BUBYCHHS B CTAaTTi € IpoLiecH IOOYZOBU IOSCHEHb B IHTEIEKTyaJIbHHUX cucTeMax. MeTorw €
pO3po0Ka TEMIOPaIbHOrO MPEICTABICHHS Kay3aJdbHOCTI Ul TOro, mo0 3ade3nedutd MoOynoBy OIMMCY IPOLECy poOOTH
IHTEJIKTYaJIbHOI CHCTEMM Y CKJIAJi IIOSCHEHHS 3 ypaxyBaHHSM TEMIIOPAJIbHOIO acleKkTy. SIK Haclifok, L€ Ja€ MOXIMBICTh
IIJIBULMTH JIOBIpy KOPHUCTYBauiB 0 PE3YJbTaTiB POOOTH iHTENEKTYalbHOI CHUCTeMH. 3aBIAHHSA: CTPYKTYpU3allis Kay3allbHHX
3aJIeXKHOCTEH 3 ypaxyBaHHSAM BIAMIHHOCTEH NpoOLeECy NPUHMHATTS pillleHb B IHTENEKTyalIbHIM cucreMi Ta ii craHy; po3poOka
TEMIIOPaJIbHOI MOJEINI Kay3albHOCTI JUIs HOACHEHb B IHTEIEKTYyalbHil cucTemi. BukopucroByBaHMMH MiIX0AaMH €: ITJIXOIH 10
OIIMCY Kay3aJIbHOCTI MiJK €JIEMEHTaMH CHCTEMH Ha OCHOBI IPUYMHHO-HACIIIKOBHX 3B'SI3KiB, HA OCHOBI iIMOBIPHICHHX 3aJIeKHOCTEH,
3aJIeXKHOCTEH JUIs TOOYNOBHU HOACHEHD 3 BUIIJICHHAM IPUYMHHO-HACHIJIKOBHX, IMOBIPHICHUX 3B'I3KiB, a TAKOX 3aJIEAKHOCTEH MK
CTAHOM IHTENEKTYaJbHOI CHUCTEMH Ta OTPUMAaHMMHU B Iii CHCTEeMi pEeKOMEHJaLisMH. 3alpONOHOBAHO MOJEIb Kay3aJbHHX
3aJIeXKHOCTEH B IHTENEKTyallbHIN crcTeMi Juist MoOYJ0BH IOSCHEHb 100 NMPONO3ULii 1€l cucremu. BucHoBkn. HaykoBa HOBH3HA
OTPUMAaHUX PEe3YJbTATIB MOJIATa€ B HACTYITHOMY. 3arpOIIOHOBAHO MOJIENb Kay3aIbHUX 3aJI€)KHOCTEH, 1110 IPU3HAYEHI Ul H00Y10BH
MOSICHEHHS B 1HTENEKTYasbHill cucTeMi. Take MOACHEHHS CKJIAJAEThCs 3 JIAHIIOKKA Kay3albHUX 3aJICKHOCTEH, 110 BiI0OpaXkaroTh
TOCIIIIOBHICTD NMPUHHATTS pillleHHs y 4aci. Mozenb OXOIUIoe OOMEXEeHHs Ta yMOBH (DOpPMYBaHHS PE3y/bTaTy iHTENEKTYalbHOI
cucremMd. OOMeXeHHs IpeJICTaBIIeH] MPHYUHHO-HACIIJKOBUMH 3aJISKHOCTAMU MK KIFOYOBUMH JiSIMM 3 JOCATHEHHSI PE3yJIbTarTy.
OOMeKeHHS MatoTh OyTH iICTHHHHMM JJI BCIX IOSICHEHb, JI6 BOHU BUKOPHCTOBYIOTBCS. Y MOBH BU3HAYalOTh MMOBIPHI 3aJI€KHOCTI
MDK TaKMMH JAiSIMH B IHTEIEKTYalbHIH cucreMi. Y MoJel BpPaXOBYEThCS BIUIMB KIIOUOBMX IIApAaMETPIiB CTaHy IHTENEKTYaJbHOI
CHCTEMH Ha JIOCSTHEHHs pe3yibTary. IIpencraieHa Mozens 3a0e3neuye no0y 0By MOSICHEHHS 3 PI3HUM CTYIICHEM JleTali3allii Ha
OCHOBI BU3HAU€HHS TEMIIOPAIBHOI OCIIIOBHOCTI /1iHf, @ TAKOXK 3 BpaXyBaHHSAM 3MiHHU CTaHiB IHTEIEKTYaIbHOI CUCTEMH.

Karo4doBi cioBa: iHTenekTyalpHa CHCTEMa; IOSICHEHHS; Ipouec (OpPMyBaHHS MOSCHEHb; Kay3allbHa 3aJIC)KHICTB;
TEMITIOpaJIbHA 3aJIeXKHICTb.

TeMnopaabHOe MPeICTABICHHS] KAay3aJIbHOCTH PN KOHCTPYHPOBAHNH 00bSICHEHNI B MHTEVIEKTYaIBHBIX CHCTEMAX
C. ®@. Yaimmrit, B. A. JlemmHaCKMi

AnHoTanus. IIpexverom wu3ydeHHsl B CTaTbe SIBILIIOTCS IPOLIECCHI IOCTPOCHUS OOBSCHEHHH B MHTEIUICKTYAJIbHBIX
cucremax. Llenbo sBiserca pa3paboTka TEMIIOPAIBHOIO MPEICTaBICHHS Kay3aJbHOCTH VI TOrO, YTOObI 00ECIEUUTh HOCTPOSHUE
OIHCaHUsI IPoLecca padOThl HHTEIUICKTYaIbHOM CHCTEMBI B COCTaBE OOBACHEHHS C Y4EeTOM TeMIIOpabHOro actekra. Kak ciencrsue,
3TO JIaeT BO3MOXKHOCTH IIOBBICUTH JIOBEpUE MOJIB30BAaTENed K pe3ylbTaraM paOOThl MHTEIUIEKTYaJbHOH CHCTEMBL. 3agadu:
CTPYKTYpU3aLMs Kay3aIbHbIX 3aBUCHMOCTEH C Y4eTOM OCOOEHHOCTEH! Ipoliecca NPHHATHS PELICHHH B MHTEIUICKTYaIbHOI CHCTeMe U
€e COCTOSIHMS; pa3paboTKa TeMIIOpaIbHOW MOJIENH Kay3aJIbHOCTH JUIsl OOBSICHEHHH B MHTEIUICKTYaIbHON cucteme. VcronbzyembiMu
MOAXO0AAMH SBIISFOTCS: MOAXOIbl K OMMCAHHIO KAay3aIbHOCTH MEXIY JIEMEHTaMM CHUCTEMbl Ha OCHOBE NPUYMHHO-CIICICTBEHHBIX
CBSI3eH, HA OCHOBE BEPOSITHOCTHBIX 3aBUCHMOCTEH, a TAalKe HAa OCHOBE (DM3MUECKOro B3aMMOJCHCTBHSA €€ MIeMeHToB. llomydeHsl
CIIEYIOIME Pe3yJIbTaThl. BbINonHeHa CTpyKTypU3alys Kay3aibHbIX 3aBHCUMOCTEH VI HOCTPOSHMS OOBSACHEHHH C BbIIEICHHEM
IIPUUMHHO-CIIC/ICTBEHHBIX, BEPOSTHOCTHBIX CBS3€H, a TakoKe 3aBUCHMOCTEH MEXIY COCTOSHUEM HHTEIUICKTYaJbHOH CHCTEMbI U
TOJTy4EHHBIMU B 3TOH CHCTeMe peKoMeHaausaMu. [Ipeuiokena Mozienb Kay3albHbIX 3aBHCHMOCTEH B MHTEIUIEKTYIBHOM CHCTEME [T
MOCTPOEHUsI OOBACHEHUH OTHOCHTENIBHO IIPEIIOKeHHH 3Toif cucreMbl. BbiBoabl. Hayunas HOBH3HA IONMydeHHBIX pe3Y/bTaToOB
3aKIo4aeTcs B crexyroneM. Ilpemioxkena Mozienb Kay3allbHbIX 3aBUCHMOCTEH, IpeJHA3HAYEHHBIX IS IOCTPOCHUs OOBSCHEHUS B
MHTEIUIEKTYaIbHOH cucreme. Takoe 0OBbsCHEHHE COCTOUT U3 LIETIOYKU Kay3aIbHBIX 3aBUCUMOCTEH, OTPaXKaroIHX M0CIe10BaTeIbHOCTD
NPUHSTHSL PELleHHss BO BpeMeHH. Mozienb OXBaThIBAaCT OrpaHMYEHUs M YCIOBHA (DOPMUPOBAHMS PE3YJbTaTa HMHTEIUIEKTYAIbHOH
cucteMbl. OrpaHUYeHHs TIPE/ICTaBIECHb! IPUUUHHO-CIICCTBEHHBIMU 3aBUCUMOCTSIMH MEXKTy KIIFOUEBBIMH JIEHCTBHSAMH 110 JIOCTHKEHHUIO
pesynbrara. OrpaHMYeHMs] JOJDKHBI ObITh MCTHHHBIMU Ul BCeX OOBSCHEHMH, IZie OHM HCIONB3YIOTCS. YCIOBHS OMPEIEIISIOT
BO3MOJKHBIE 3aBUCHMOCTH MEXJy TAKMMH JCHCTBHAMH B MHTEIUICKTYaJIbHOH cHUCTeMe. B Moznenn y4uThIBaeTcst BIMSIHUE KIIFOUYEBBIX
[1apaMeTPOB COCTOSHMS MHTEIUICKTYAJIbHOH CHCTEMbl Ha IIOMYYEHHE Pe3y/IbTHpYHOIWMX Hpemioxenuil. IlpencraBneHHas Moznenb
oOecrieunBaeT IOCTPOCHHE OOBSCHEHHMS C pPa3HOM CTENEHbIO JCTANM3AlMM HAa OCHOBE OIPENENICHHS TEMIIOpalIbHOH
TOCIIE/I0BATEeIbHOCTH ICHCTBHUH, @ TAKOKE C yJeTOM M3MEHEHHS COCTOSIHNI MHTEIIEKTYaIbHOH CHCTEMBI.

Kao4deBble caoBa: MHTEUICKTYalbHas CUCTEMA; OOBACHEHHS; mHpouecc (HOpMHUPOBaHUS OOBSCHEHHH; Kay3albHas
3aBHCHMOCTb; TEMIIOPAJIbHASI 3aBUCUMOCTb.
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