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Abstract. Problem. Social networks are increasingly becoming an environment for threats, insults, profanity and
other destructive manifestations of human communication. Today, a huge number of people are involved in online
platforms, and the amount of content created and reactions to it is constantly breaking records. Therefore, there is a need
to automate the detection and counteraction of antisocial influences. One of the important areas of such activities is the
detection of toxic comments that contain threats, insults, profanity, contempt for others and more. To perform this task,
researchers usually build a classifier based on neural networks. And for their training they use a collected or publicly
available set of data. The article investigates how different methods of pre-processing of input data affect the final
accuracy of the classifier. Previous studies in this direction have confirmed the presence of an impact on the result, but
did not allow to draw definitive conclusions about the effectiveness. Goal. Research of preliminary processing of text
data methods influence on the destructive messages classifier. Results. It has been shown that the effect of a particular
method can be quite dependent on the content in the data set. In addition, it is noted that sometimes the impact may be
insignificant, and in some cases may even lead to a worsening of the result. It is also justified the need to pre-check the
data set for the percentage of elements that fall under the impact of a particular method. Originality. The methods of data
processing are evaluated on the basis of English and Russian data sets. Practical significance. The obtained results allow
to make better decisions about the usage of certain pre-processing methods to improve the accuracy of the destructive
messages classifier.

Keywords: data preprocessing; destructive text data detection; neural networks; data mining; data set; data processing;

classifier.

Introduction

Nowadays, especially in quarantine conditions,
people increasingly prefer to communicate in online
environments. Based on data from the Statista portal,
we can say that in July 2020, three of the most popular
social networks broke the bar of 2 billion active users,
while three more hit 1 billion. Also in the same place
we can mention other top growth rate online platforms
like TikTok [1]. Accordingly, the amount of content and
reactions to it is also growing rapidly. Among this
large-scale volume of information, users encounter both
cognitive, entertaining, developmental content, and
various  negative  manifestations of  human
communication. These include cyberbullying, threats,
obscene language and any messages created to offend
the feelings and dignity of the interlocutors.

According to the need for timely response by the
communication platforms to the above destructive
manifestations, the task of automating the detection of
such negative factors for a healthy atmosphere on the
platform is extremely important. In addition, having
detected such a manifestation, it is necessary to quickly
neutralize it. Due to the size of the platforms and
according to the number of interaction points between
users, we note that even an army of moderators will not
be able to cope with the flow of information as quickly
as automated solutions can. Therefore, the study of
factors influencing the accuracy and speed of their work
is an urgent task.

Previous research analysis. A variety of
approaches are used to automatically detect destructive
messages, from simple statistical analysis of textual data
to complex neural network-based approaches with
complex architectures, reinforced with large amounts of
data. The study [2] presents a manual selection of

features of destructive messages and the use of context
to improve accuracy. It is also noted that taking into
account features that are based on uppercase and
lowercase letters, emoji does not lead to a significant
increase in the accuracy of the final result.

Research [3] demonstrates a wide range of
destructive messages categories, to identify each of
which you can choose an individual approach. This
paper also emphasizes the importance of understanding
the nature of the origin of each of the categories.
Moreover, authors show some possibilities to
experiment with the architecture of neural networks for
accuracy improving.

From [4] we can learn the basic methods of
statistical analysis applied to text for solving problems
in our chosen topic. In addition, the paper pays great
attention to the influence of syntactic connections in the
sentence on the quality of the final classification result.

From the study [5] we can better understand the
role of context in solving the domain problems. At [6]
authors analyze a wide range of classifiers in the context
of our problem, and at [7] it is demonstrated how to
reverse different classification methods errors in favor.

In the context of our study, the paper [8] requires
the most attention. Authors studied 35 preprocessing
methods applied on English-based dataset and showed
that the usage of most of them is a rather ambiguous
solution. Based on the above study, we have the
opportunity to investigate the effectiveness of using
some of the described methods on the Russian- and
English- language based data sets.

The aim of this paper is to study the impact of
some text pre-processing methods on improving the
accuracy of destructive message detectors.

To solve the selected problem, we train a classifier
based on an artificial neural network and compare the
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results of toxic comments identification after applying
each of the methods with the initial result of
identification. We will also consider the option of
combining these methods with each other.

Data samples

The experiments were performed using two data
sets. The first "Toxic Comment Classification
Challenge" [9] has the following characteristics,
presented in Table 1.

Table I — “Toxic Comment Classification Challenge” data
set characteristics

Parameter Value
Language English
Size (MB) ~ 52 MB
Number of records ~128.000

Number of classification | 6 (toxic, severe toxic,

categories obscene, threat, insult,
identity hate)
The second is “Russian Language Toxic

Comments. Small dataset with labeled comments from
2ch.hk and pikaburu” [10] has the following
characteristics presented in Table 2.

Table 2 — “Russian Language Toxic Comments. Small
dataset with labeled comments from 2ch.hk and
pikabu.ru” data set characteristics

Parameter Value
Language Russian
Size (MB) 445 MB
Number of records ~11.500
Number of classification categories 1 (toxic)

The following data distribution principle, shown
in Fig. 1, was applied to each of the datasets in the
experiment.

75,0%

Train

® Test & Validation

Fig. 1. Distribution of data in datasets

Classifier architecture

In our experiments, we rely on the neural network
architecture presented in [11] and in Fig. 2.

Input data
(None, 200)
e * N e N
Embedding Dense
(None. 200. 128) (None. 50)
N\ J \ y,
v v
e N e N
LSTM Dropout
(None. 200. 60) (None. 50)
N\ J \ y,
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e N e N
Max Pooling Dense
(None. 60) (None. 6)
N\ + J \ y,
e N +
Dropout Output
(None. 60)
N\ J

Fig. 2. Classifier architecture

As can be seen from the figure, our classifier
contains seven layers. The Embedding layer is
responsible for representing words in the coordinate
space. LSTM preserves the connection between words
in a sentence. Max Pooling helps to reduce the
dimensionality of data for further processing.
Subsequent block of duplicate Dropout-Dense layer
combinations prevents network overfitting and helps
with further dimensional reduction and, consequently,
helps to speed up classifier training.

Consider the architecture in a more detailed view.
The input data in the presented classifier, based on the
neural network, is a list of English and Russian
sentences (depending on the data set) of different
lengths. As for training of a network we cannot use
words in their usual state, we carry out over a data set
the following manipulations:

1. Tokenization. For example: we transform
every object that looks like "Good evening, gentlemen!
- Good!" on an array of unique words ["good",
"evening", "gentlemen"] without punctuation.

2. Indexing. We form from the received array of
all unique words in a data set the dictionary which
looks as follows: {1: "good", 2: "evening", 3:
"gentlemen", ...}.

3. Representation of indices. For each of the
objects in the data set, we form an array in which the
words involved in the object are represented as indexes
from our dictionary. For example: [1, 2, 3, 1].

The next problem we face is the problem of
different sized objects among our data. And the training
process of our network requires elements of the same
dimension. This is solved by using the padding
technique: set the maximum number of words, such as
200, and fill the remaining spaces in each object with
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zeros. If the object contains more words than the
selected maximum value — each subsequent word after
the maximum is being cut off. Although in the data sets
we have chosen, the size of most sentences does not
exceed the value of 50 words, nevertheless, the
dimension with a value of 200 is chosen to capture
atypical cases, if any.

The next step is the Embedding layer, which
projects words into a specific vector space using the
well-known WordToVec algorithm [12]. This allows us
to significantly reduce the size of the model. As a result
of this layer work we receive the list of coordinates of
words in vector space. In this case, we can use the
distance between these coordinates to identify relevance
and context.

The resulting tensor with coordinates is fed to the
LSTM layer. We used recursive LSTM to preserve the
coherence of words in the object.

After that, before transferring the original data to
the next layer, we need to reformat the 3D tensor to 2D.
To achieve this goal, we use the Global Max Pooling
layer, which helps reduce the dimension of the tensor as
follows: we review each sample of data and take the
maximum values. This process helps to create a new set
of data already reduced in size, which we will use.

After receiving the 2D tensor, we pass it to the
Dropout layer, which randomly eliminates a certain
percentage of nodes, the number of which we set,
replacing them with a value of zero. This is necessary so
that nodes at the next level are forced to process the
representation of missing data. In this way we achieve
the whole network has a better level of generalization —
we avoid the overfitting effect, according to which the
network can show good results on a familiar data set
and far from the desired results on an unfamiliar set. In
our experiments, we set the value of the drop rate as
10%. Of course, this value can be tuned empirically.

After the first Dropout layer, we transfer the data
to the Dense layer and the output goes through the
RELU activation function. After re-applying the
Dropout-Dense layers, the result goes through the
sigmoidal activation function, where classification is
performed for each of the labels and we get a value
between 0 and 1.

It should be noted that the model uses Adam
optimizer to work with the loss function (loss). We
selected "binary crossentropy", as we have just a binary
classification between the values: this object belongs to
a set to one of the categories or not.

Of course, the chosen architecture can be
customized. However, research on this topic is beyond
the scope of this article.

Research results

Initially, the classifier was trained in the "basic
mode" — using the pre-processing methods described in
the previous section, which are critical to its operation.
Next, we conducted an iterative experiment consisting
of the following steps:

1. In addition to the "basic mode" methods, we
use another method of data processing or a combination
of several methods.

2. We train the classifier on the selected data set
without changing the parameters described in the
previous section.

3. Test and validate the accuracy of the
classification.

For the English-based data set [9], the accuracy in
the basic mode reached 98.28% of successful
classification cases. And the results of the application of
additional used pre-processing algorithms and their
combinations are shown in Table 3.

Table 3 — Classifier accuracy results after applying text
preprocessing methods on a data set [9]

Method % covering Accuracy
to_lower (1) ~96.1 0.9825
remove whitespaces (2) |~ 59.2 0.9829
remove_ip (3) ~63 0.9827
remove_username (4) ~0.3 0.9824
methods 1-4 in ~97.2 0.9821
combination

For the Russian-based data set [10], the accuracy
in the basic mode reached 86.12%, and the results of
additional  pre-processing  methods and their
combinations application are shown in Table 4.

Table 4 — Classifier accuracy results after applying text
preprocessing methods on a data set [10]

Method % covering Accuracy
to_lower (1) ~914 0.8699
remove whitespaces (2) | ~93.3 0.8612
remove_ip (3) ~0.01 0.8729
remove_username (4) ~0.01 0.8638
methods 1-4 in ~98.9 0.8552
combination

Consider more details about functionality of the
methods used:

1) to_lower — lowercase all words;

2) remove whitespaces — removal of extra spaces
and service characters of carriage transfer;

3) remove ip — delete all elements that fall under
the next predicate described by a regular expression:

\d{ L3N L3 PNA{ 1,3 3\\d{1,3},
with which you can find IP addresses;

4) remove username — delete all
described by the regular expression:

AL

with which you can find nicknames.

elements
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The “% coverage” column in Tables 3 and 4
shows the percentage of the data set processed by this
method. As you can see, given the content of a
particular data set, it is extremely important to check
this indicator. After all, in one case, the method affects
almost the entire dataset, such as method 1 in table 3,
and in another case — the method affects less than one
hundredth of a percent of the data in the set, such as
methods 3 and 4 in table 4.

According to the results described in tables 3 and
4, we note that often the increase of accuracy is
relatively small. And sometimes there is even a
deterioration of the result compared to the baseline
result, as in the case of using a combination of methods,
as described in table 4.

It is also obvious that the impact of the methods
used on the English-language data set is much smaller
than that for the Russian-language set. Indeed, in the
first case, the deviation of the classification accuracy is
maximum when using all four methods, and is only
0.07%.

As for the Russian-language set, again the
maximum effect was shown by a combination of all
methods, with differences of 0.4%, which is 5.7 times
more than in English.

A possible explanation for this fact, in our opinion,
is the relatively small size of the Cyrillic dataset, which
led to less accurate classification, as well as a greater
impact of pre-processing.

Another reason may be the presence of only one
category of classification (in English there are six such
categories). This can also significantly affect the
accuracy of the classification.

However, in both cases, the use of this type of pre-
processing leads to a slight decrease in the accuracy of
the classifier. And although this reduction is quite small,
but on huge amounts of data, for the processing of
which are mostly used such classifiers, the effect can
lead to significant negative consequences.

Conclusions

Data preprocessing is an extremely important step
in preparing data for neural network training. At the
same time, it is necessary to carefully choose the
processing methods, pre-analyzing the data set and
estimating what percentage of data from this set is
affected by the method.

Based on the results of previous researchers, this
paper investigates the impact of some methods of pre-
processing of text data and their combination on the
accuracy of the destructive messages classifier.

It has been shown that some methods have almost
no effect on the accuracy of the work in the described
experiment, such as removing extra spaces or IP
addresses. However, caution should be exercised with
the use of combinations of different preprocessing
methods, which may have a small but significant effect
on the accuracy of the classification on large data sets.

Similar conclusions were reached by the author of
[8], who identified 15 appropriate methods of
preprocessing, some of which and their combinations
we studied.

Subsequent research should be aimed at finding or
self-generating a relatively large Cyrillic data set (at
least commensurate with the English), it is better if it is
a Ukrainian-based dataset. In the case of self-formation
it is necessary to design a crawler capable of collecting
text data from certain resources. Further study of this
data set and comparison with the results in English will
allow us to draw deeper conclusions about the
feasibility of different methods of pre-processing of data
for automatic detection of toxic messages on the
Internet.

It is also necessary to consider the use of
additional methods and their combination with the
selected ones and to take into account data sets with a
significant occurrence of instances that fall under the
action of a particular method.
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AHaJIi3 BINIMBY METOZIB NONEPeAHbLOI 00pO0KH TEKCTY Ha poboTy KiaacudikaTopa AeCTPYKTHBHHUX IOBiIOM/ICHb
O. B. Opnoscekuii, C. E. Ocramnos

Anotanisi. IIpo6aema. CouianbHi Mepexi Bce 4acTillle CTaOTh CEPEJOBUILEM UL IOrpo3, 00pa3, HEHOPMATUBHOI
JICKCHKH Ta 1HIIUX JECTPYKTUBHUX IIPOSBIB JIFOJCHKOrO CIiNKyBaHH:A. B oHnaiiHoBuX maTdopmMax chorozHi 3ajisHa Bel4Ye3Ha
KINBKICTb JIFOJEH, a 00'eM CTBOPEHOr0 KOHTEHTY Ta peakliii Ha HbOrO HOCTiHHO O'e pexopaHi noka3sHukH. ToMy BHHHKAE
norpeba B aBTOMAaTH3aLii JisIBHOCTI i3 IETEKTyBaHHA Ta MPOTH/III aHTHCOLiaIbHUM BIUIMBaM. OIHUM i3 Ba)XKIMBHUX HAIPSIMKiB
TaKol IisIbHOCTI € BHSBJICHHS TOKCHMYHMX KOMEHTApiB, IO MICTATH IOrpo3H, oOpa3u, HEHOPMATHBHY JICKCHKY, 3HEBary [0
OTOUYIOUYMX TOILIO. JIJIsi BUKOHAHHS Takoi 3a1adi 3a3Buuaid OynyroTh KiacudikaTop, 3aCHOBaHMH Ha HEHPOHHUX Mepexax. A Juist
X HaBYaHHS BUKOPHUCTOBYIOTH 3i0paHuii BiacHO abo IyOniyHO JNOCTymHHMM Habip naHuX. B crarTi nocmipKyeTbes, K pi3Hi
METOAM TomepeaHboi O0OpoOKM BXIJHMX IaHMX BIUIMBAIOTh Ha KiHIEBY TOYHICT poboru Kinacudikaropa. Ilonepenni
JIOCHII/KEHHS. B L[bOMY HAIpPSAMKY MiATBEPAMIM MPUCYTHICTh BIUIUBY HA PE3YNbTAT, aje HE JIO3BOJIMIM 3POOMTH OCTATOUHMX
BUCHOBKIB IIpo e¢exruBHicTb. Meta. JlocnimKeHHS BIUIMBY METOJIB HONEPEIHbOI 0OPOOKHM TEKCTOBHMX JAHMX HA PE3yNbTaT
pobotu knacudikaropa IeCTpyKTUBHHUX HOBiToMiIeHb. Pe3yibTaTn. IIpoaeMoHCTpOBaHO, 1110 BILIMB KOHKPETHOI'O METOLYy MOXeE
JIOCUTB CUJIBHO 3aJIEXKAaTH BiJl KOHTEHTY B HaOopi naHuX. KpiM 11p0ro, Bi3Ha4eHO, 1110 IHKOJIU BIUIMB MOXe OyTH HE3HAaUHHM, a B
JIEAKUX BHUIIAJIKaX MOXKE IPU3BOJUTH HABITH 1O HOTIpIIEHHS pe3yibTary. Takok OOIpyHTOBAaHO HEOOXIJHICTb IONEpeIHBOI
nepeBipky HabOpy AaHHUX Ha BiJICOTOK €JIEMEHTIB, 110 IiNagaioTh i Ail0 KOHKpeTHoro Metony. OpurinanasHicTs. [IpoBeneno
OLIIHKY METOJ(IB IoNepeHb0i 00pOOKM NaHUX Ha NMPUKIAAl aHIJIOMOBHOI'O Ta POCiHCHKOMOBHOrO HaOopiB nanHux. IlpakTuyna
3HauymicTb. OTpUMaHi pe3yJbTaTH J03BOJAIOTH SIKICHIIIE NPUIMATH PIIIEHHSA NPO BUKOPUCTAHHS THX YM IHIIMX METOAIB
rorepetHp01 00pOOKH ISl MiABUILEHHS TOYHOCTI NPOTHO3iB KiIachdikaropa JecTpyKTHBHUX TI0BiIOMIICHb.

Knaro4doBi caoBa: npenpoueciHr [aHUX; BHSBICHHA JECTPYKTMBHHMX TEKCTOBHMX JaHMX; HEHPOHHI Mepexi;
IHTeNeKTyaJIbHUH aHalli3 JaHuX; Halip JaHuX; oOpoOKa naHMX; KiacudikaTop.

AHa/Iu3 BJIMSIHUS METO/I0B NPeBAPUTEILHOI 00pad0TKH TeKcTa
Ha padoTy KJIaccupuraTopa AeCTPYKTHUBHUX COOOLICHHUI

O. B. Opnosckuii, C. D. Ocranos

AnnoTtanus. IIpo6nema. ComnanbHble CeTH BCE Hallle CTAHOBATCS CPEJOH Ul yrpo3, OCKOpOIeHHi, HEeHOpMaTHBHON
JIEKCHKH U JPYTUX JEeCTPYKTHBHBIX IPOSBIICHUH YeJI0Be4eCcKoro ooueHns. B onnaiiHoBbIX ruaropMax ceromHs 3aeiCTBOBAHO
OrPOMHOE KOJIMYECTBO JIIOJEH, a 00bEM CO3/IaHHOIO KOHTEHTA M PEaKLMi Ha HEro INOCTOSHHO ObEeT PEKOpJHbIE IOKa3aTelu.
ITosToMy BO3HHKaeT NOTPEOHOCTh B aBTOMATH3AIMH AESTEIHOCTH MO JETEKTUPOBAHUIO U IIPOTHBOAEHCTBUIO aHTHCOLMAIBbHBIM
nedictBuAM. OJHMM U3 BaKHBIX HANpPaBJICHUH TaKOH JEATENBHOCTH SBISICTCS BBIABICHHE TOKCHYHBIX KOMMEHTapHeB,
COJIEpKALIUX YIPO3bI, OCKOPOJIEHHs, HEHOPMATUBHYIO JIEKCHKY, IpeHeOpexeHHe K OKPYKAIoLUIMM M ToMy nofobHoe. [lns
BBINIOJIHEHUSI TAaKOH 3aJaud OOBIYHO CTPOST KJIACCU(UKATOP, OCHOBAaHHBIM Ha HEHPOHHBIX ceTsAX. A Uil UX 00ydeHHs
HCHOJIB3YIOT COOpPaHHBII COOCTBEHHO WIIH ITyOJIMYHO OCTYIHBIN HAabOp TaHHBIX. B cTaThe ucciemyercs Kak pa3inyHble METOBI
Ipe/IBAPUTENILHON 00pabOTKM BXOIHBIX JAHHBIX BIMSIOT Ha KOHEUYHYIO TOYHOCTb paboThl Kinaccudukaropa. IIpembimymme
HCCIICZIOBAaHUSA B 3TOM HAIPABJICHUM IOATBEPJWINM HPHUCYTCTBHE BIMAHMS Ha pe3ylbTaT, HO HE IO3BOJIMIM CHENATh
OKOHUaTeJIbHbIe BbIBOAIBI 00 3 dexTuBHOCTH. Ilean. HccinenoBanue BIUSHUSA METOIOB IIPEBAPUTEIILHOM 00paOOTKH TEKCTOBBIX
JIAHHBIX Ha pe3ylnbTaT padoThl KiacCH(pHUKAaTOpa AECTPYKTHBHBIX cooOueHud. PesyiabraThl. IIponeMOHCTpUpPOBAaHO, 4YTO
BIIMSIHME KOHKPETHOTO METOZa MOXKET JIOCTATOYHO CHIIBHO 3aBHCETh OT KOHTEHTa B Habope JaHHbIX. Kpome 3Toro, ormedeHo,
YTO HHOTJa BJIUSHHE MOXET ObIThb HE3HAUMTENbHBIM, @ B HEKOTOPHIX CIIydasxX MOXKET IPUBOAUTH JaXKe K YXYICHHIO
pesynbrara. Taxke 00OCHOBaHa HEOOXOIMMOCTH MPEIBAPUTENILHON HPOBEPKM HA0Opa JAaHHBIX Ha IPOLEHT 3JIEMEHTOB,
MOJIAAOMUX IO/l JICHCTBME KOHKPETHOro Merona. OpHrHHAIbHOCTB. [IpoBelieHa OlIEHKa METOZOB IIpEABapHUTEIbHON
00paboTKH [aHHBIX Ha MpPHMEpe AaHIJIOA3BIYHOIO M PYCCKOA3BIYHOrO HabopoB naHHbIX. IIpakTHyeckasi 3HAYMMOCTb.
IMonyueHHble pe3yNbTAThl IMO3BOJIIOT KAYECTBEHHO INPUHUMATh pelIeHHs 00 MCIOIb30BAaHMM TEX MM HMHBIX METONOB
IpeIBAPUTEIILHOI 00paOOTKH JUIsl MOBBIIIEHHUS! TOYHOCTH TIPOrHO30B KJIACCH(HUKATOPA JIECTPYKTHBHBIX COOOICHUH.

KamwueBblie ciaoBa: NpEeNpoOUCCCUHI JaHHBIX; BBIABJICHUC ACCTPYKTHUBHBIX TEKCTOBBIX IaHHBIX] HeﬁpOHHBIe CCTH,
HHTGJ’[J’[GKTyaJ'[BHBIﬁ aHaJIu3 JaHHBIX; Ha60p JAHHBIX 06pa60T1<a JaHHBIX KJ'[aCCH(i)HKaTOp.
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