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THE ENSEMBLE METHOD DEVELOPMENT OF CLASSIFICATION
OF THE COMPUTER SYSTEM STATE BASED ON DECISIONS TREES

Abstract. The subject of this article is exploration of methods for identifying the status of a computer system. The
purpose of the article is development of a method for classifying a computer system anomalous state based on ensemble
methods. Task: To investigate the usage of algorithms for building decision trees: REPTree, Random Tree, J48,
HoeffdingTree, DecisionStump and bagging and boosting decision tree ensembles to identify a computer system
anomalous state by analyzing operating system events. The methods used are artificial intelligence, machine learning and
ensemble classification methods. The following results were obtained: the methods of identifying the computer systems
anomalous state based on ensemble methods were investigated, namely, bagging, boosting, and classifiers: REPTree,
Random Tree, J48, HoeffdingTree, DecisionStump to identify a computer system anomalous state. The different classifiers
set and classifiers ensembles were developed. Training and cross-validation on each algorithm was performed. The
developed classifiers performance has been evaluated. The research suggests an ensemble method of a computer system
state classifying based on the J48 decision tree algorithm. Conclusions. The scientific novelty of the obtained results
consists in creating an ensemble method for classifying the state of a computer system based on a decision tree, which
makes it possible to increase the reliability and speed of classification.
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Introduction

An ordinary feature of the modern country is the
use of computer systems in almost all sectors of the
national economy. The secure function of such systems
is a priority and determines the role of the country in the
world. This is why the study of identifying the state of
computer systems methods and means is an urgent task.

The computer system is characterized by a huge
number of functioning indicators. One of the most
common methods of analysing large amount of data
(data mining) is machine learning. Machine learning
algorithms are designed to work directly with huge
amounts of information.

Problem analysis and scientific publications.
Issues related to problems encountered when dealing
with large amounts of information, especially when
used to evaluate the state of a computer system, are
discussed in [1-5]. Complex mathematical algorithms
based on machine learning methods are used for data
analysis and classification: classical methods [6],
reinforcement learning methods [7], decision trees and
ensemble methods [8,9], neural networks and deep
learning [10] and so on.

Different approaches to solving the problems
proposed in the work [11-13]. One of the classification
effective method is ensemble, which are based on a
basic classifier set, which results are combined and
operate the aggregated classifier prediction [14].

In [15-17], a comparative investigation of various
building ensemble methods was performed. Nevertheless,
this work does not include the effectiveness of using
different decision trees methods in conjunction with
different ensemble decision-making methods.

Algorithms analysis for building decision trees
and decision tree ensembles

One of the main tasks of machine learning is to
learn from use cases, according to which the object M is
studying. Objects with M are described by a set of
attributes {xi, ..., x,}. Each object S € M is represented
by a vector of the length n, where the coordinate j is
equal to the attribute value x; for the object S. It was set
a set of ‘answers’ and a selection of objects (precedents)
T={S, ..., Sy} of M so that for each object S; € T there
is an ‘answer’ y;, y; € Y. By the selection 7, we need to
build an algorithm A7:M — Y, which puts in
correspondence to each object the value y with Y.

One of the main types of case-based learning is the
classification problem for which the ‘response’ y for an
object S from M is a class label, including a binary
classification where Y= {-1, + 1}.

One of the well-known tools for solving case-
based learning problems is decision trees. The
procedure of building a classical decision tree (DT) is
iterative. As a rule, to build the next vertex of the tree,
the attribute that best meets branching criteria is
selected. The values of this attribute are used for
branching. Then the specified procedure is repeated for
each leaf.

One of the first algorithms for building a decision
tree is the ID3 algorithm [18]. The idea of the ID3
algorithm is to divide the selection into two parts until
each part contains objects of only one class. An
improved version of the ID3 algorithm is the C4.5
algorithm, which has been added the pruning procedure,
the ability to work with numeric attributes, and the
ability to build a tree with an incomplete training
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sample that lacks the values of some attributes. The
C4.5 algorithm selects an attribute based on the
normalized information gain or information entropy

(Gain Ratio):
“ N, (N,
H=-) —Ltlog| — |,
2 g(Nj

where n — number of classes in the original subset, N; —
the number of samples of i class, N — the total number
of samples in the subset.

The best attribute for splitting 4; is the one that
provides the maximum reduction in the entropy of the
obtained subsets relative to the parent set. However, in
practice, it is more convenient to use the concept of
information, which is the reverse of entropy. Then the
best partition attribute is the result, which provides the
maximum increase in information of the resulting node
relative to the original one:

Gain(4) = Info(S) — Info(Sy),

where Info (S) — information related to a subset of S
before splitting, Info (S,) — information associated with
a subset of S after splitting by attribute 4.

The J48 algorithm is the analog of the C4.5
algorithm, which is implemented in Java in the Weka
application.

The Decision Stump algorithm is a single-level tree
with a statistical branching criterion [19]. This tree has a
root vertex that is connected by an edge to each branch of
the tree. Decision Stump considers each attribute of x
sequentially and builds a separate tree for this attribute.
Possible option: 1) for each value of attribute x, one leaf
is built; 2) the number a (threshold) is selected and two
leaves are built, in one of which x < a, and in the second
x 2> a; 3) the set of values of attribute x is divided into
intervals and a tree is built with the number of leaves
equal to the number of these intervals.

To select the optimal rule, we use the partition
quality estimation function, which is formalized in the
Gini index. If the data set S contains data from n
classes, then the Gini index is defined as:

n
Gini(S) =1-Y. pf
i=l
where p; — probability (relative frequency) of class i in S.
If the set M is split into two parts S; and S, with
the number of samples in each N1 and N2, respectively,
then the partition quality indicator will be equal to:

N N

Ginigyyy (S) = N—; - Gini(S)) + 721 - Gini(S,).

The best partition is where Ginigy(S) is minimal.

The REPTree (Reduced Error Pruning Tree)
algorithm builds binary trees for classification and
regression problems using entropic or statistical
branching criteria, respectively. This algorithm was first
proposed by Quinlan in 1987 [20]

HoeffdingTree is an incremental decision tree
induction algorithm that can learn from data flows,
assuming that the distribution generation examples do
not change over time [21]. Hoeffding trees take

advantage of the fact that a small sample is often
enough to select the optimal splitting attribute. This idea
is supported mathematically by the Hoeffding estimate,
which quantifies the number of observations needed to
evaluate some statistical data of a given accuracy.

RandomTree is a tree building algorithm that
considers & randomly selected attributes for each node
[22]. The algorithm makes it possible to estimate the
probability value of a class based on a set selection by
combining multidimensional linear regression and one-
dimensional smoothing. Thus, a nonlinear problem is
reduced to solving a sequence of linear problems.

To improve the efficiency of various algorithms
for building decision trees are used ensembles, in which
several models (weak students or basic models) are
learning to solve the same problem and are combined to
improve performance. Today, the most popular are
meta-algorithms that aimed to combining weak students
such as begging, boosting.

Begging is an ensemble of homogeneous weak
classifiers that learn in parallel and independently from
each other on different random samples from the source
data using the same decision-making algorithm. The
results are then combined, following some deterministic
averaging process. At the same time, classifiers do not
correct each other's mistakes, but compensate for them
when voting [23]. The main idea of Begging is to select
several independent models and find the optimal
average value to get the model with the smallest spread.
The most common begging algorithm is the Random
Forest algorithm.

Boosting combines homogeneous weak classifiers,
training them consistently in an adaptive way (the weak
classifier depends on the previous ones) and combines
them, following a deterministic strategy [24]. By
reducing the variance, accuracy increases and the
number of matching and training operations decreases.
The most common boosting algorithms are AdaBoost,
LogitBoost, and Gradient boosting.

Development of an ensemble classification
method

In the Windows operating systems all events can
be divided into 4 main types: process communication
events, file system interaction events, Internet
connection events, and operating system registry
interaction events.

The developed software made it possible to collect
changes in the state of the computer system. Weka
software [25] was chosen for an analysis of the system
state and quality assessment of methods for building
decision trees and classification algorithms. It provides
a set of virtualization tools and components for data
mining and solving forecasting problems. The
functionality of the program allows to perform the task
of data analysis, clustering, regression analysis etc.

For further analysis of the computer system state
were used classifiers based on boosting and begging.
Each of the classifiers was investigated using different
types of the above decision trees.

For evaluating the quality of classifiers, the
following criteria were selected as the main:
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1. The number of correctly classified objects in
absolute and percentage value (Correctly Classified
Instances).

2. The number of incorrectly classified objects in
absolute and percentage value (Incorrectly Classified
Instances).

3. The Kappa coefficient (Kappa statistic). The
Kappa-Cohen coefficient is a metric that compares the
accuracy of an observation with the expected accuracy.
Kappa statistics are used not only to evaluate a single
classifier, but also to evaluate classifiers among
themselves. A value greater than 0 means that your
classifier works better than the probability that it will
function properly:

l—po
1-p,

K= =1
l—po

where po _ is the relative observed agreement among
raters and p. — is the hypothetical probability of chance
agreement.

4. Mean absolute error (MAE). MAE-a value
used to measure how close forecasts are to possible
results:

1 1
MAE ==% | f; = yi|==2 |e
sy iz

where f; —is the prediction and y; —is the true value.

5. Root mean squared error (RMSE) is the
standard deviation for sampling differences between
predicted and observed values:

1~ 2
i
where the vector of observed values of the variable
being predicted — 6,, with OA, — being the predicted
values.
6. Relative absolute error (RAE) — the absolute
difference between the measurement result and the true

value of the measured value, which is a sign of the
quality of the measurement:

RAE=Y(P-T) | 3 (5 -T).

where P is the predicted value; T; is the target value for
case 1; and is given by the formula:

_ 1i
T==>T..
ng /

7. Root relative squared error (RRSE). The RRSE
takes the General squared error and normalizes it by
dividing by the General squared error of a simple
predicate. By taking the square root of the relative
square error, we can reduce the error to the same size as
the predicted value:

RRSE=\/f(P—TI->2 > @ -T2,
i=0 i=0

8. Total Number of Instances.

9. Testing time.

10. Learning time.

Studies of various classifiers of ensemble methods
in conjunction with various algorithms for building
decision trees allow us to obtain the following results.

The results of the Boosting algorithm in
conjunction with various algorithms for building
decision trees are presented on the Table 1.

As can be seen from the Table 1, the meta-
algorithm of machine learning is an effective ensemble
method for evaluating the state of CS. The best results
are obtained when using decision trees: J48, REPTree,
and Random Tree.

The results of the Bagging algorithm in
conjunction with various algorithms for building
decision trees are shown in Table 2.

As can be seen from the Table.2 Bagging is also an
effective ensemble method for assessing the state of the
CS. The best results are obtained when using decision
trees: J48, REPTree, and Random Tree.

It is shown on the Fig. 1 and 2 histograms of the
absolute error of classification and time of CS testing
when using decision trees based on algorithms: J48,
REPTree, and Random Tree.

As can be seen from the histogram on Fig. 1, at the
learning stage, the accuracy of the classification of the
ensemble classifier based on boosting is slightly lower
compared to the accuracy of the classification of the
ensemble classifier based on Begging. However, the

=0 i=0 testing time for this classification is slightly better for an
ensemble classifier based on boosting.
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Fig. 1. Absolute error classification histogram
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In order to make sure that the decision-making
algorithm is stable and accurate, Cross Validation was
performed and the results were checked on the test data.
Cross Validation was performed as follows. The
original data was divided into 10 parts. Then each of the
parts was used for testing and training: once for testing

Table 1 —Boosting algorithm results

and 9 times for training at a time. Ten obtained results
were averaged. Later, after performing a 10-fold cross-
check and calculating the evaluation results, the training
algorithm was obtained for the last 11th time on the
entire data set. Afterwards, the resulting model was
built.

Boosting REPTree Random Tree | J48 HoeffdingTree Decision Stump
Correctly Classified Instances 23142 23134 23142 23134 20827
Incorrectly Classified Instances 3 11 3 11 2318
Correctly % 99,99 99,9525 99,987 99,9525 89,9849
Incorrectly % 0,019 0,0475 0,0131 0,0475 10,0151
Kappa statistic 0,9997 0,9988 0,9997 0,9988 0,7313
Mean absolute error 0 0,0001 0 0 0,0575
Root mean squared error 0,0032 0,0061 0,0029 0,0069 0,1372
Relative absolute error 0,0339 0,1491 0,0339 0,1242 150,2427
Root relative squared error 2,3429 4,3693 2,1164 4,9879 99,1314
Total Number of Instances 23145 23145 23145 23145 23145
Learning Time 0,1401 0,0601 0,1301 1,5103 0,1801
Testing Time 0,0902 0,0502 0,0502 1,0702 0,0503
Table 2 — Bagging algorithm results
Bagging REPTree Random Tree J48 HoeffdingTree Decision Stump
Correctly Classified Instances 23144 23144 23145 23142 20831
Incorrectly Classified Instances 1 1 0 3 2314
Correctly % 99,9957 99,9957 100 99,987 90,0022
Incorrectly % 0,0043 0,0043 0 0,0131 9,9978
Kappa statistic 0,9999 0,9999 1 0,9997 0,7317
Mean absolute error 0 0 0 0 0,0142
Root mean squared error 0,0019 0,0023 0,0017 0,0028 0,0841
Relative absolute error 0,0328 0,0853 0,0328 0,0508 37,0307
Root relative squared error 1,3592 1,647 1,2477 2,0455 60,882
Total Number of Instances 23145 23145 23145 23145 23145
Learning Time 0,6502 0,21 0,37 5,41 0,18
Testing Time 0,1 0,06 0,1 4,36 0,03
Thus, the results of Cross Validation also .
Conclusion

confirmed the high quality of decision trees based on
algorithms: J48, REPTree.

The classifier based on decision trees of the
Random Tree algorithm has slightly worse results. But,
as shown by the results of the cross validation (Fig. 3)
the classification accuracy of ensemble classifier on the
basis of bagging is a little lower compared with the
classification accuracy of ensemble classifier based on
boosting.

This article discusses methods of identifying the
abnormal state of computer systems based on ensemble
methods.

The following events were used as outgoing data
for evaluating the state of the computer system: process
communication events, file system interaction events,
Internet connection events, operating system registry
interaction events.
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Ensemble meta-algorithms for machine begging
and boosting that combine classifiers based on decision
trees: REPTree, Random Tree, J48, HoeffdingTree, and
DecisionStump were evaluated. Meta-algorithms were
trained and cross-qualified. The effectiveness of the
developed classifiers was evaluated according to the
following criteria: the number of correctly and
incorrectly classified objects in absolute and percentage
values, Kappa coefficient, absolute error, average
absolute error, standard error, relative squared error,
training and testing time.

It was found that the ensemble meta-algorithms of
machine learning begging and boosting are effective
tools for evaluating the state of a computer system. The
best results were obtained by combining classifiers

based on algorithms for building decision trees: J48,
REPTree, and Random Tree.

The most effective, both for boosting and begging
ensembles, is a classifier based on the J48 decision tree
construction algorithm.

The classification accuracy and testing time of
computer systems based on it is almost the same for
both ensemble classifiers.

Thus, to identify the state of a computer system
based on research results, a method based on the j48
classifier was proposed, which is an effective tool for
ensemble meta-algorithms of begging and boosting.

Further studies of computer system state
identification technologies can be performed in
computer intrusion prevention systems.
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Po3pobka ancamOaeBoro meroay kjaacuikanii cTaHy KOMII'IOTEPHOI CHCTEMH Ha OCHOBI iepeB pilleHb
C. 10. I'aBpunenxo, 1. B. Illesepain, M. Kazapinos

AnoTtanis. IIpeamerom cTaTTi € HOCIIPKEHHS METOAIB iNeHTH(IKAII] CTaHy KOMIT I0TepPHOI cucTeMu. MeTolo cTarTi €
po3pobka Merony Kinacudikalil aHOMaJbHOrO CTaHy KOMIT'IOTEPHOI CHCTEMH Ha OCHOBI aHCaMOJIeBUX METOAiB. 3aBJaHHM:
JIOCHIZINTH BUKOPHCTaHHS anroputMis nodynosu nepes pimens: REPTree, Random Tree, J48, HoeffdingTree, DecisionStump
Ta aHcaMOJIiB iepeB pillleHb Ha OCHOBI OerriHry Ta OycTiHrY JUIs iIeHTHdiKallii aHOMaIbHOrO CTaHy KOMII FOTEPHOI CUCTEMH Ha
OCHOBI aHaNi3y MoAiil omnepauiiHoi cucreMu. BUKOPHCTOBYBAHMMHU METOJAMH €: METOIM ILITYYHOI'O IHTENEKTY, MAIIUHHOIO
HaBYaHHS Ta aHcamOJieBi MeTomu Kiacugikanii. OTprMaHO Taki pe3yJIbTaTH: JOCTIDKEHO METOAN iIeHTH(iKanil aHOMAIEHOTO
CTaHy KOMII'IOT€pHHX CHCTeM Ha 0a3i ancaMOsieBUX METOIiB, a came Oerrinry, Oycrinry ta xiacudikaropis: REPTree, Random
Tree, J48, HoeffdingTree, DecisionStump st ineHTudikanii aHOMaJIbHOrO CTaHy KOMIT'IOTepHOI cucreMu. Po3pobneHo Habip
pisHux knacudikaropiB Ta aHcamOniB Kiacu(ikaropiB, BUKOHAHO X HaBYaHHSI Ta KpocBalijauilo. BHKOHaHO OLIHKY
e(eKTUBHOCTI po3pobiIeHNX Kiacu(pikaTopiB. 3a pe3yabTaTaMu JIOCHTIPKEHb 3alPOIIOHOBAHO aHcaMOJIeBHid MeTo] Kitacu(ikarii
CTaHy KOMII FOTEPHOI CHUCTEMH Ha OCHOBI alroputMy no0yznoBu Jiepesa pimeHs J48. BucHoBku. HaykoBa HOBH3HA OTpUMaHHX
PE3yNbTaTIB NOJSArae B CTBOPEHHI aHcaMOJIeBOro MeToay Kiacu(ikanuii craHy KOMIT FOTEPHOI CUCTEMH Ha OCHOBI JiepeBa pillieHb,
110 HaJla€ MOJIMBICTb ITi IBUIIUTH HaiHHICTh Ta IIBUIKICTh Kiacupikarii.

KawuyoBi caoBa: koMm'loTepHa cUcTeMa; JepeBa pillleHb; aHcaMOJIeBi MeToan; OYCTHHT; OerTiHT; Hoil ornepamiiHol
CHCTEMH; aHOMAJIGHHH CTaH.

Pa3paborka ancam6/1eBOro MeroAa KIacCH(pPUKAINHA COCTOSTHAS KOMIIBIOTEPHOM CHCTEMBI HAa OCHOBE [I¢PEBbEB PeNICHHI
C. 10. I'appunenxo, Y. B. llepepann, M. Kazapunos

AnHoTanus. [IpeameroM crarTeu SBISIETCS HCCIEIOBAaHUE METONOB HMICHTU(OUKALMU COCTOSHUA KOMIIBEOTCPHOM
cucremsl. Ilenbio craTby sBisiercst pa3paboTka MeTola KIaCCH(UKALUY aHOMAJILHOTO COCTOSIHHUSI KOMIIBIOTEPHON CHCTEMBI Ha
OCHOBE aHCaMOJIEBbIX METOJOB. 3agaya: MCCIIE0BATh UCIONb30BAHUE AITOPUTMOB MOCTPOEHHs JNepeBbeB pemienuidi: REPTree,
Random Tree, J48, HoeffdingTree, DecisionStump u ancamOueil iepeBbeB pelIeHUH Ha OCHOBE OerrmHra M OyCTHHra Juis
UIeHTU(UKALMY aHOMAJIBHOI'O COCTOSHUSI KOMIIBIOTEPHOH CHCTEMbl Ha OCHOBE aHaJIN3a COOBITHIl ONEPAIllMOHHOH CHCTEMBI.
Hcronb3yeMbIMU METOJAMH SIBIISIOTCS: METOJbI UCKYCCTBEHHOI'O MHTEIIEKTa, MAIIMHHOIO 00y4eHUs U aHCaMOJIeBble METO/IbI
knaccuuxanuy. IlonmydeHsl cienyrolye pe3yabTaThl: HCCIEAOBaHbl METOIbl HICHTU(GHKALMKM aHOMAJbHOTO COCTOSHHUS
KOMIIBIOTEPHBIX CHCTEM Ha 0a3e aHCcaMOIeBbIX METOJIOB, @ UMEHHO Oerrunra, Oycrunra u xiaccudukaropos: REPTree, Random
Tree, J48, HoeffdingTree, DecisionStump 11t nieHTH(HUKALNE aHOMAJIBHOI'O COCTOSIHUS KOMITBIOTEPHOI! cucteMbl. Paspaboran
HabOop Pa3IMYHbIX KIacCU(UKATOPOB U aHCAMOJIeH Ki1acCu(UKAaTOPOB, BHIIIOIHEHBI UX 00y4eHHE U KpocBaluanys. Beinonnena
oreHKa 3G PeKTUBHOCTH pa3paboTaHHbIX KilacchpukaTopos. ITo pesynbTaTtaM MCCIEA0BAHME MPEIIONKEHO aHCaMOJIEeBbI METON
K1acCU(UKAILMU COCTOSHHUS KOMIIBIOTEDHOM CHCTEMbl Ha OCHOBE alrOpUTMa IOCTPOCHMs JepeBa peuieHuil J48. BbiBoabl
HayyHasi HOBM3HA NOJYYEHHBIX PE3Y/IbTATOB 3aKJIIOYAETCS B CO3JAHMM aHCAMOJEBOrO METONa KIAacCH(MKALMU COCTOSHMS
KOMIIBIOTEPHOM CHCTEMbI Ha OCHOBE JIepeBa PEILECHUH, 1aeT BO3MOXKHOCTb HOBBICHTb HAJIEXKHOCTD ¥ CKOPOCTD KJIACCU(UKALIIH.
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