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PROBABILISTIC MODEL FOR ESTIMATION OF CAP-GUARANTEES
FOR DISTRIBUTED DATASTORE

Abstract. The subject of the article’s research is the CAP-guarantees of distributed datastore. The goal is to evolve
decision-making algorithm for the distributed datastore architecture design which will balance CAP-guarantees depending on
business requirements. To achieve that the following problems were solved in the paper: the stochastic model to evaluate
different components of CAP-characteristics and some metrics that will impact on these values were developed. To solve these
problems the following methods were used: basics from graph theory and probability theory, general formulas of expected
value and automaton models and software application for calculation of developed formulas. The capability to measure such
metrics resulted in to forming some constitutes of decision-making algorithm. Conclusions: the developed components of
decision-making algorithm were the purpose of this paper and it could be one of basic components on the design distributed
datastores stage, so that architects who build new software design may also use the algorithm to achieve balanced guarantees
of distributed system reliability at the earlier stage of business needs implementation.
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Introduction

Nowadays all the scalable software needs a reliable
storage that responds in a reasonable amount of time and is
evolving with every business requirement coming. This
comes up with horizontal scaling need, including storage.
In the most of cases distributed datastore are applicable for
such software. Though scaling distributed datastores often
meets the CAP-theorem as a difficulty to overcome. CAP-
theorem says that it is impossible to satisfy all three
guarantees of a distributed datastore (consistency,
availability, partition tolerance). This paper is devoted to
finding as generic as possible solutions that will balance
these guarantees for specific business needs and will
become the base of decision-making algorithm on the stage
of build and design of a distributed network and. In the
article the mathematical model that presents stochastic
formula to measure the probability of delivery in a
datastore with imperfect partition tolerance and various
kinds of data loss. This will help to evaluate different
versions of topology for distributed datastore network and
continue the development of the decision-making
algorithm for design a datastore with balanced guarantees
that corresponds specific business requirements.

Related research

There are many research works devoted to scaling
distributed systems, building reliable network and
distributed datastores monitoring. So, the estimates of
distributed datastores scale is presented in [1]. General
research  for  distributed systems  architecture,
recommendations of how to build such systems is
presented in [2]. Before final proof of CAP-theorem
Brewer had investigated the capability of distributed
systems to be robust, strong consistency in such system
and basically available system with partition tolerance
satisfied [3]. But in a few years he presented CAP-
theorem as a hypothesis at first and the formal proof of
theorem was presented in [4] and some clarifications
were made in 2012 [5]. These research works has resulted
in the overview and consequences of CAP-theorem [6].
The theorem has been reviewed again in [7].

Since there the CAP-theorem problem got under
deep research during the latest 7 years. Building any
architecture there is a need to make a choice: ACID or
BASE model, strong consistency which results in
weaker availability or basically available eventually
consistent system where strong consistency is neglected
in some point of view. In general a lot of solutions come
in BASE model while nowadays in the conditions of
network speed growth we cannot sacrifice availability
and this model and comparing it with ACID is presented
in [8]. The problem of that it is impossible to fulfill all
three guarantees of reliable datastore at once is also
researched from different points: in the paper of CAP-
theorem analysis the circumstances to achieve
compromise between these guarantees are considered
(see [9]). The work is mostly devoted to the CAP-
theorem analysis. But it does not declare precise model
to overcome current problems. There are works that
present deeper investigation and has developed
algorithms for strong consistency balancing (see [10]).
Also, the paper [11] showed the general advisory for
data replication in distributed systems.

Research aims and objectives. So we can see that
the CAP-theorem problem has been investigated from
different parts and domains. However, there are no
articles devoted to evaluating the CAP-guarantees in
stochastic way and there is no general algorithm of
design distributed system network, so that CAP-
guarantees are satisfied as more as needed for specific
business needs. This research is devoted to evolving
probabilistic model to measure CAP-guarantees
somehow. This will help plenty of systems in
monitoring reliability of datastores and invent new
algorithm that will contain recommendations on how to
design such datastores, so that CAP-guarantees will be
fulfilled optimally for any business needs.

Research bases

In the previous section it can be understood that
the CAP-theorem problem has been investigated and
overcome from different parts. Mostly research is based
on performance increase while requirements can grow
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much faster. Here we present mathematical model that
will allow to evaluate the probability of delivery in the
whole datastore. Thus, the model is defined as:

(NaLaaaDar’Ndal(Nd)snc)s (l)

where N — finite set of nodes in a datastore; L — finite
set of links in a datastore; 0: L — 2" — mapping where
each link is associated with two adjacent nodes; D —
finite set of stored data units; r:D — 2" — mapping
that associates each of data unit to a set of nodes that
store the replica of this data unit; N, — finite set of
nodes that store the given data unit d; [(N;) - the
number of nodes that store data unit d; n. — the number
of nodes in a subset N,;, where all the nodes have the
same version of replica.

Now let us for the next components of such a
system. Let we have a graph that represents the
topology of distributed network and a subset of paths in
a graph P: P;..., .., P,. For now it is necessary to
compute the probability of delivery via any path in a
graph. Let us assume that one message has to be
delivered through path P. Let us calculate the delivery
probability in the conditions of data loss on nodes (in
the case of partitions etc.) and links. We denote as p;
the probability of delivery through path P. The events of
delivery to path nodes are dependent each on other
because if a message will not be delivered to j node, it
will not be delivered to j+/ (me j € P). Thus, the
delivery probability through path Py

n
Pk = Pkl "+ Pkn =Hpki’ )
j=1

where k € P, j € P, . Below we will concerned with two
examples. First one is the case when there is no network
partitions and the second when partitions do occur. In the
first case py is the delivery probability through link ;. In
the second case py; is the product of delivery probability
through link ;j and the probability of that adjacent node is
alive and is able to accept a message. Hence, we can
derive the delivery probability through one path P, , k €
P — the set of all paths from i to .

n
P, (dataloss) =1-p;, =1- H Pij- 3)
Jj=1

In a distributed network with a topology graph
degree more than 1 there is not the only path a message
can be delivered through (see definition of graph degree
in [12]). Therefore let us consider the delivery
probability through different paths. Basing on epidemic
protocols of replicas broadcast applied for many live
systems in a distributed network (see gossip, ... in [13],
[14]) we assume that the message broadcast occurs in
parallel through different paths, thus, probabilistic
events of delivery are independent. Let us evaluate the
probability of data loss for every path P, € P:

P(loss) = [ | pr (loss) =] T -] | Pij)s 4)
k=1 k=l j=l

where n is a number of elements in the set P and m is
the distance of every path. Taking into account the

independence of delivery events via different paths, the
delivery probability through at least one path is equal to:

n n m
P(delivery) =1-T] py(loss) =1~ ([T~ T py). (5)
k=1 =l =l
Hence, now we have the probability of data loss
across all paths from i to j nodes and delivery probability
through at least one path. Let we have the probabilistic
space , that contains two events: A — a message is
delivered through P,, B — a message is delivered at least
through one path. The event A might occur only if B
occurs. Let us compute So that we calculate the
conditional probability with a formula ([15]):

P(A|B)=P(AmB)=P(A)= Di ’
P(B) P(B) p(delivery)
where £ € P. Having the delivery probability at least

through one path from i to j from the set P, the data loss
probability in these conditions is equal to:

(6)

1-— Pk 7)
p(delivery)

Now we introduce such variable ¢, as the time of
delivery from i to j that is measured in time slots (of the
same measure unit that link cost is measured by in the
network. Let every path have own delivery time #, in the
conditions of data loss in a network. Then having
formulae of probability, we can derive the meantime of
delivery taking into account network data loss. (see
formulae of the expected value [16]):

< Pk
Hi gtk [1 p(delivery)j' ®

So, we have evolved our mathematical model with
derived formulas of delivery probability and the mean
time delivery of messages in data loss conditions in a
distributed datastore. Now we would like to present the
practical examples of the theory built above.

To be more intuitive and to get handy experience,
we take the graph with 5 nodes and 7 links. Let us firstly
introduce the delivery time and delivery probability for
every link. We assume that as input data, which can be
obtained by network routing metric measurements ([17]),
where administrators with a help of monitoring systems
can obtain the results of delivery time from node to a
neighbor or they can evaluate the probability of delivery
from node to neighbors. So we assume these initial
metrics are real. So, the initial adjacent matrix of delivery
probabilities is the following:

0 07209 0 0 074
072 0 094 073 0 0
1092 094 0 0 091 086
P=1"0"013 0o o 0 ol ©
0 0 091 0 0 0

074 0 086 O 0 0

where p;; is the current delivery probability. The elements
of matrix where p;; = 0 are probabilities of nodes that are
adjacent to themselves and those that are not neighbors of
current node. This is the auxiliary matrix for obtaining
search matrix of mean time delivery. Initial adjacent
matrix of time delivery is the following:
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0 2512 0 0 138

25 0 1716 0 0

11217 0 0 24 29

=10 16 0 0 0 o0 (10)
0 0 240 0 0

1.8 0 29 0 0 O

where #; us the current time delivery for i, j node in a
graph. #; = 0 is the time for nodes that are not neighbors
and will be calculated with formulas presented above.
Thus, the delivery probabilities and delivery time for
each of link in a network is obtained with a help of
programming model (see DDS Datastore Simulation),
that computes the given formula which is the man time
of delivery for every path from i to j, we obtained the
matrix of mean time delivery. The matrix is symmetric,
because the delivery time from i to j should equal to the
delivery time from j to i, and, obviously, the delivery
time from i to i is equal to O:

0 25 12 718 581 18
25 0 17 16 823 724
|12 1.7 0 869 24 29 (11
H=1718 1.6 869 0 1247 1325[
581 823 24 1247 0 724
1.8 724 19 1325 724 0

But this matrix is calculated with a condition of the
perfect partition tolerance in a network, i.e. there are no
network partitions. Let us introduce the probability of
node aliveness, i.e. the probability of that a node will be
able to transfer replica and replace own replica if
needed. So taking into account these conditions, we
obtain the new matrix of delivery mean time:

0 25 12 972 87 18
25 0 1.7 1.6 11.6 1226
| 1.2 17 0 109 24 29 (12)
=972 16 1096 0 1536 17.61
87 11.63 24 1536 0 10.54
1.8 1226 29 17.61 1054 0

Evolving decision-making algorithm
for distributed network topology design

Based on calculated matrix in the previous section,
we are able to construct the following elements of
decision-making text algorithm for design stage of
network for a distributed datastore.

Algorithm. Input. Initial graph G representing the
topology of distributed datastore network. Program T,
that calculates the matrix of delivery mean time for each
of datastore nodes. Set of delivery optimization
algorithms A. Output. Optimal allocation of nodes in the
graph in the form of mapping that associates each nodes
to its neighbors.

0. Calculate mean time on graph G using program T.

1. Sort nodes in the next order: the first node is the
one where read requests come most rarely, and the last
one is the node where read requests come most often.
Denote this set as N;.

2. Go to instruction 0, giving program T the input
data as initial measurements of delivery probabilities
and delivery time from every node to neighbors.

3. Assign roles to nodes from N; in the next manner:
node that have maximal delivery associates with the very
first node from N; and node, that have minimal delivery
time, associates with the very last node.

4. Save obtained graph and execute instruction 0.

5. If there are nodes that require fast delivery and
there those that do not, swap more important nodes with
less ones. Save obtained graph.

6. Execute instruction 0. After that if there are still
nodes where mean time do not satisfy required one, use
algorithm set to decrease delivery time without
decreasing measured value of consistency (consistency
in a datastore can be measured using same model from
[18]). Otherwise go to 7.

7. If there are nodes that do not require fast
delivery, remove not needed links that will increase
system cost.

8. Execute instruction 0 for current graph and if
mean time delivery decreased for node threshold, go to
instruction 7 and repeat it for other nodes until optimal
solution will not be found.

Conclusions

This research is devoted to mathematical model for
distributed datastore that is evolved with the stochastic
formula which allow to measure the mean time delivery
in the conditions of data loss in a datastore. The input
data for such measurements are based on network
metric algorithms that allows to measure initial needed
values: the delivery and time probability from node to
node. This research results in a formed component of
decision-making algorithm on the design stage of a
network topology for a datastore® the technique of
nodes allocation depending on  implemented
mathematical model has been developed. The algorithm
will help to find the optimal topology that will allow to
achieve as maximum as possible delivery time in the
conditions of data loss probability without losing
consistency measured value. Then base CAP-guarantees
should be balanced due to this work. In the next
research current mathematical model will advance in the
direction of increasing all the three CAP-guarantees and
expansion of algorithm for building the architecture of a
distributed datastore general solution.
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CroxacTmyHa Mogenn 15 oninkn CAP-rapanTiii 1s po3noginennx 0a3 1aHux
K. M. Pykxkac, I'. I'. )KonTtkeBuu

Anotanisi. IIpeamerom nocmipkenns crarri € CAP-rapanrii posnozinennx 6a3 naHux. MeTol € pO3BUTOK alrOpUTMY
HPUHHATTS pillIeHb U1l IPOEKTYBaHHS PO3IOAUICHUX CXOBMIL JaHHX, Akuii 30anancye CAP-rapanTii 3aexHo Bij 6i3Hec norpe0. Jis
JIOCSITHEHHST METH OyJTH MOCTaBJICHI Ta BUPINIEHI HACTYIHI 3aJa4i: pO3BHHEHA CTOXAaCTHYHA MOJIEIb JUIs OLIHKH Pi3HUX KOMIIOHEHTIB
CAP-xapakTepucTHK Ta METPHK, SKi BIUIMBAIOTh HA 11i 3HaYeHHs. [l11 BUPIIICHHS 3a/ia4 3aCTOCOBYBAJIMCh HACTYIIHI MeTOXH: 6a30Bi
MOHATTSI T4 BU3HAYCHH 3 Teopii rpadis Ta Teopii HMOBIpHOCTI, 3arabHi GpopMyIIM MaTeMaTHYHOTO CHOZIBaHHA Ta iMiTaliiiHI Mozem
Ul PO3MOALIEHOr0 CXOBHILA JAHUX, NPOrpamMHe 3a0e3NEeueHHs, SIKe BUKOPUCTOBYBAJIOCH [Vl MiAPaxyHKY BHUBEICHHX (HOPMYIL.
TexHiYHa MOMUIMBICTH BUMIPIOBAHHS TAaKUX METPUK, sIKi cIprstorh Ha CAP-XapaKTepyCTUKH, a0 3MOTy OTPUMATH SIK Pe3yJbTaT
(opMyBaHHS CKIaOBUX AITOPUTMY IPHIHATTS pillieHb. BUCHOBKHM: po3po0IieHi KOMIIOHEHTH aTOPUTMY TIPHITHATTS PillieHb € METO0
i€l craTTi Ta MOXYThb 3aCTOCOBYBATHCS SIK 0a30BI KOMIIOHEHTH HA €Talli NPOEKTYBAHHS PO3MOIUICHUX CXOBHI JAHHX, OTXKE
apXITEeKTOp MPOrpamMHOro 3a0e3MeueHHs] 3MOXKEe 3aCTOCYBAaTH TAKHI aJTOPUTM JUIS JIOCSTHEHHs 30aJaHCOBAaHMX TapaHTIH HaJiHHOL
PO3IIONIIEHOT CHCTEMH HA PaHHBOMY eTarti (hopMyBaHHsI Oi3HeC TOTpeO Ta peaizalii IporpaMHOro pillleHHs.

Karw4dosi ciosa: CAP-rapanrii; po3nozineHi CXOBUIA JaHUX; aJIrOPUTM IPUHHATTS pillIeHb; CTOXACTUYHI METPHKH;
CepeiHii yac pO3MOBCIOIKEHHS PEILTiK; NPOSKTYBAaHHS PO3HOIIICHUX CXOBHILL.

CroxacTuyeckas Mogenasb s onenkn CAP-rapanTuii 1J1s pacnpenesiecHHbIX 0a3 JaHHBIX
K. M. Pykxkac, I'. I'. KontkeBuu

Annoranus. Ilpenmerom wuccnenoBanmsi cratbu sBisitoTcss CAP-rapantum pacnpenenenHeix 6a3 nanueix. Lledab
HCCIIEIOBAHMS — Pa3BUTHE alrOpUTMA IIPUHSTHS PEIICHNH [UIsl TPOSKTHPOBAHMS PACIPEIeTICHHBIX XPaHWIHUI JaHHBIX, KOTOPBIi
coanancupyer CAP-rapanTin B 3aBHCHMOCTH OT OM3Hec-TpeOoBaHMA. [I1s1 BHINOMHEHUS LENH ObLIM ITOCTABJIECHBI U PELICHBI
CIIe/IyIOIINE 3aJa4M: Pa3BUTa CTOXACTHYECKas MOJENb JUIS OLEHKH pPa3iIW4HbIX KOMIOoHeHTOB CAP-xapakTepucTHK M KX
METPHK, KOTOPbIE TOBJIMSIOT Ha MX 3Ha4eHMs. [ pereHus 3a1a4 HCIoIb30BAIUCH CIIETYIOINE MeTOABI: 0a30BbIE MOHSITHUS U
OIpe/IeNIeHNsT U3 TEeOopuH rpadoB M TEOPHU BEPOSTHOCTH, oOIIMe (HOPMYNIBI MaTEeMaTHYECKOro OXKHIAHUS W MMHUTALOHHBIE
MOZENH Ul pacHpeNeNICHHOro XPaHWININA JAHHBIX, [TPOrpaMMHOE OOeclieueHHe, KOTOPOe HCIIONb30BAIOCH IS MOACYeTa
BEIBEZICHHBIX (opMyia. TexHudeckass BO3MOKHOCTh M3MEPEHHs TaKMX METPUK, OT KOTOpbIX 3aBHCIT CAP-xapakTepHcTHKH,
MIPUBENIO0 K TMONYYCHUIO (POPMHPOBaHMS COCTABISIIOIIMX QJITOPUTMA IPUHATHS peElIeHHH Kak pe3yJbTaTta. BbIBombl:
pa3paboTaHHbIE KOMIIOHEHTHI aJirOpUTMa IPHHATUS pELIeHHH, KOTOpHIE SIBILSIFOTCS LENbIO CTaThbH, MOTYT IIPHMEHSTHCSI B
KadyecTBe 0a30BBIX KOMIIOHEHTOB HA 3Talle MPOSKTHPOBAHUS PaCIpeIelIeHHbIX XPaHWIHIL TaHHBIX, CJIEI0BATEIbHO, apXUTEKTOP
MIPOrPaMMHOT0 O0ECIIeYeHHUS] TIOIYIUT BO3MOXKHOCTB JOCTIDKEHUS COaaHCHPOBAHHBIX TapaHTHH HAJE)KHOU pacrpelesieHHOMH
CHCTEMBI Ha paHHeM 3Tare GopMUpOBaHMs OM3HEC TPeOOBaHMUI N peasIn3anny IPOrPaMMHOTO PEIICHHSI.

Kawo4ueBnle caoBa: CAP-FapaHTI/II/I; pacnpeAcIC€HHbIC XpaHWIMINA JAaHHBIX; aJI'OPUTM TMIPUHATHA peHleHHﬁ;
CTOXaCTUYCCKNUEC MECTPUKH; CPEAHEC BPEMS PACIIPOCTPAHEHUS PEIUIUK; IPOCKTUPOBAHUE PACIIPEACICHHBIX XPAaHUIINIL JaHHbIX.
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