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DEVELOPMENT OF A METHOD FOR IDENTIFYING THE STATE
OF A COMPUTER SYSTEM USING FUZZY CLUSTER ANALYSIS

Abstract. The subject of this article is the study of methods for identifying the state of computer systems. The purpose
of the article is to develop a method for identifying the abnormal state of a computer system based on fuzzy cluster
analysis. Objective: to analyze methods for identifying the state of computer systems; to conduct research on the selection
of source data; to develop a method for identifying the state of a computer system with a small sample or fuzzy source data;
to investigate and justify the procedure for comparing fuzzy distances between grouping centers and clustering objects; to
develop a software and test. The methods used in the paper: cluster analysis, fuzzy logic tools. The following results were
obtained: a method was theoretically substantiated and investigated for identifying the state of a computer system with a
small sample or fuzziness of the initial data, which is distinguished by the use of the method based on fuzzy cluster analysis
by the refined grouping procedure. To solve the clustering problem, we used a special procedure for comparing fuzzy
distances between grouping centers and clustering objects. Software was developed and testing of the developed method
was performed. The quality of classification based on the ROC analysis is assessed. Conclusions. The scientific novelty of
the results is as follows: a study was conducted on the selection of source data for analysis; a method for identifying the
state of a computer system based on fuzzy cluster analysis using a special procedure for comparing fuzzy distances between
grouping centers and clustering objects has been developed. This allowed to improve the classification quality to 22%.
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The problem formulation

Identification of the state of a computer system
(CS) is one of the ways to rate the quality of its
functioning. The state identification system is based on
two classes of methods: for identifying abnormality and
for identifying abuses [1]. The basis of the methods for
identifying abnormality is the construction of patterns
for normal CS behavior [2-4]. Abnormality is
characterized by data that do not satisfy certain concepts
of normal behavior. Methods for identifying abuses are
based on the description of known violations, attacks or
distortion of relevant information [6]. If the behavior of
an object which is similar in description to a known
attack is observed, then it is considered that the object
was invaded. The most effective methods for identifying
anomalies and abuses are machine learning methods.
These include classical methods [7, 8], reinforced
learning methods [9], ensemble methods [10-12], neural
networks and deep learning [13-15]. The basis of these
methods is technology and procedures that solve the
problem of classifying the state. The analysis showed
that the main disadvantages of many of these methods
are the neglect of fuzzy data factors and low adaptation
to dynamic changes in the structures of the source data
and external influences. This, in turn, leads to a decrease
in the reliability and efficiency of identifying CS state.

Studies of existing computerized systems for
identifying states [16] also revealed a number of
limitations on their use. The operation of such systems is
based on the detection of network intrusions by
comparing the functioning of the system with the profile
of their normal operation. However, with the appearance
of new abuses and anomalies caused by intrusions with
unknown or unclear properties, these systems are not
always effective and require long time-consuming for
their appropriate adaptation, which also leads to a

decrease in the reliability and efficiency of identification
[2]. In addition, existing computerized systems, as a rule,
are rather expensive, have a closed code and require
periodic support of highly qualified specialists to improve
them and appropriate settings with the requirements of
specific organizations. In this regard, the development of
methods and means of identifying the state of the CS is of
particular relevance. Moreover, a feature of such methods
is to increase the efficiency and reliability of
identification in a small sample or fuzzy source data.

Development of a method for classifying
the state of a CS based on the development
of a fuzzy cluster classifier

One of the effective methods of data classification is
the use of the classical method based on cluster analysis.
This method is widely used to identify the state of CS
[17-19]. But in a real situation, when the selection of the
source data is small, when the CS is operating in a critical
or non-stationary mode, there is no certainty that random
output data are distributed normally. For the same reason,
the errors of statistical estimates of mathematical
expectations and variance of controlled indicators can be
unpredictably large. In this case, the most effective is the
use of a fuzzy mathematics apparatus, which is adapted to
identify the state of CS under these conditions [20]. At the
same time, the use of fuzzy clustering methods (FCM,
Fuzzy C-Means), provides that for each element it is
necessary to calculate the degree of its belonging to each of
the clusters. In this case, there are difficulties in comparing
fuzzy numbers. In practice, various heuristic approaches
are used to solve the problem of comparing fuzzy numbers.
Such approaches are difficult to implement [21]; a specific
comparison result can be obtained only in the case of an
obvious advantage of one number over another (for
example, if there are no intersections of membership
functions of the comparing numbers).
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We proposed [22] the following simpler and more
reliable procedure for comparing fuzzy numbers, based
on comparing a fuzzy function of the distances’
difference with zero. Let the fuzzy output data be x and
y for two states H1 and H2 given by the following
membership functions (1):

0, x<b;
p(x)= (x—bx)/(mx bx), b, <x<my;
(cx—x)/(cx—mx), m, <Xx<Cy;
0, X>cy
0, y<b,; (1
M(y): (y—by)/(my—by), bx<y<my;
(cy—y)/(cy—my), my<ySc ;
0, y>c,;

by =min () x D} e, = maxixDa). 20},
b, = min {xl(f)ng)...,xl(f)}; ¢, = max{xff)xg)...,xg)},

li l
IgG, O 1&,®
my=—» X; ; myz—ZXS .
h s=1 h s=1
Let’s find the membership function (2) of their
difference z=x—-y:

0, y<b,;

(x—bz)/(mz—bz), b, <z<myg;
u(z)= @)

(cy—z)/(cz—mz), m, <z=c,,

0, z>c¢,,
b,=b,—b, m,=m.—m, c, =c,—c,.

Now the original problem of comparing x and y is
reduced to a simpler problem, namely, comparing a
fuzzy number z with zero.

Let’s introduce the rules for interpreting the result
of comparing a fuzzy z number with zero:

a)if min{b,,c,}>0 then x> y;

b) if max{b,,c,}<0 then x< y;

¢)if min{b,.c,} <0 & max{b,.c,} <0 &
|min{bz,cz}|>max{bz,cz} then x<y;

d)if min{b,.c,} <0 & max{h,.c.}>0 &
|min{bz,cz}| <max{b,,c,},then x> y.

An example of a possible result of the subtraction
operation is shown in Fig. 1, 2, where on the left is a
graphical description of the operands, and on the right is
the result of the subtraction operation.

Experimental studies and performance
evaluation of fuzzy cluster classifier using
refined grouping procedure

Experimental studies and performance evaluation
of fuzzy cluster classifier using refined grouping

procedure were based on the analysis of CS status in
two modes: normal and abnormal. Malicious software
was used to simulate the abnormal state of CS.

@)
1+ . 1F 1
u(x)
uy)
0 b b c,c, X,y b, 0 ¢ z
Fig. 1. The result of the calculation
x—y, bz‘ >c¢,,x <y (rulec)
@)
1F . 1k .
uy) H(x)
0 bb ¢ ¢ X,y b,o ¢ z

Fig. 2. The result of the calculation
x—y, bz‘ <c,,x>y (ruled)

The developed software made it possible to obtain
the main indicators of the functioning of the CS and to
classify its state. The following performance indicators
of the CS were used as source data: (CPU load, amount
of memory used, network traffic volume, number of
read/write operations to disk, invasion signatures,
statistics on system events analysis, for example, the
number of operations with the system registry or file
system, the number of processes, etc.).

In order to evaluate the quality of classification,
ROC analysis was used in this work. ROC analysis
allows to evaluate the quality of diagnostic and
prognostic methods and is widely used in binary
classification problems [23, 24].

Fig. 3 shows a graph of the ROC curve for the
process of classifying the state of a CS based on a fuzzy
cluster classifier.

" AUC = 1813/2400 = 0.755416
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Fig. 3. The graph of the ROC curve for the process of
classifying the state of a CS based on a fuzzy cluster classifier

TPR (the proportion of correctly classified events)
is calculated as follows:

TPR=TP/(TP+FN), 3)

where TPR — the proportion of correctly classified
events; FN — number of incorrectly classified negative
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events, TP — number of correctly classified positive
events; FPR — the proportion of incorrectly classified
events, is calculated as follows:

FPR =FP/(FP+TN)$ )

TN — number of correctly classified negative events,
FP — number of incorrectly classified positive events.

As can be seen from Fig. 3, the classification of the
state of a CS based on a fuzzy cluster classifier is
qualitative (the closer to 1 the area under the ROC curve
is, the better quality of the classifier is).

In addition, the quality of the classification can be
characterized by other indicators, namely: accuracy
ACC (the proportion of correctly classified objects) and
J statistics of Yuden (assessment of the probability of
validity of the classification decision).

A comparative assessment of the identification
quality of the CS state based on a standard and
improved fuzzy cluster classifier is given in table 1.

Table I — The assessment of the identification quality of the
CS state based on a standard and improved
fuzzy cluster classifier

Conclusions

In this paper, a method for identifying the state of
a CS with fuzzy initial data was theoretically grounded.
This method involves the use of a fuzzy cluster
classifier, which made it possible to perform
identification of a computer system with a small sample
of source data. The basis of the fuzzy cluster classifier is
the developed simpler and more reliable procedure for
comparing fuzzy numbers, based on comparing the
fuzzy function of the difference in distance to the
clustering center with zero. Software was developed that
allowed to obtain the main indicators of the functioning
of the CS and perform classification of the CS state.
Indicators of the CS functioning were used as initial
data: (CPU load, amount of memory used, network
traffic volume, number of read/write operations to disk,
invasion signatures, system events statistics, for
example, the number of operations with the system
registry or file system, the number of processes, etc.).

The classification quality assessment based on ROC
analysis was carried out. It was found that the fuzzy
cluster classifier is qualitative (AUC = 0.75) and allows
to assess the state of the CS with a small sample of the

Method based on cluster analysis initial data or if they are fuzzy. Studies of fluctuations in
Standard cluster Improved fuzzy the proportion of correctly and incorrectly classified
classifier cluster classifier events depending on the value of the selected decision
AUC 0,53 0,75 criterion (decision point, or cut-off point) were
ACC 0,52 0,72 performed. This will allow to adjust the level of false
J-statistics 0,71 0,83 positive and false negative classification of the CS state.
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Po3pobka merony inenTndikanii craHy KOMII’I0TEPHOI CHCTEMH 3 BUKOPHCTAHHAM HEYiTKOI0 KJACTEPHOI0 aHAI3y
C. 0. TI'aBpunenko, B. B. Uenak, O. A. 'oprocrains, B. A. Baccunes

AnoTtanis. [lpeqrverom craTTi € HOCHiHKEHHS METOAIB ineHTUDIKaLii cTaHy KOMII IOTEpHUX cucTeMax. MeToro cTaTTi €
po3pobka Merony ineHTH(iKalii aHOMaIbHOIO CTaHy KOMII IOTEPHOI CHCTEMH Ha OCHOBI HEYITKOI'O KJIACTEPHOrO aHali3y.
3aBaaHHs: IpoOaHai3yBaTH METOIM ieHTU]IKaLil cTaHy KOMIT IOTEPHUX CHCTEM; IIPOBECTH JIOCHII/KEHHS 3 BUOOPY BUXIIHHX
JTAaHUX; PO3pOOMTH METOX ifeHTH(]IKaIil CTaHy KOMIT IOTEPHOI CUCTEMH 3a YMOBH Mayoi BUOIpkH ab0 HEWiTKOCTI BUXIJTHHX
JIAHUX; JOCIIAUTU Ta OOIPYHTYBATH INPOLELYpPY HOPIBHSAHHA HEUITKUX BiJICTAaHEH MiX LIEHTPaMM TpyIyBaHHS 1 00’ekTamu
KJ1acTepH3allil; po3poOUTH NporpaMHe 3a0€3M1€UCHHS Ta IPOBECTU TECTYBaHHA. BUKOPHCTOBYBaHUMU METOIAMMU €: KJIACTEPHUN
aHaJi3, arnapar HediTKol Joriku. OTpuMaHO Taki pe3yJabTAaTH: TEOPETUIHO OOTPYHTOBAHO Ta JOCIIPKEHO METOX ineHTHdikarii
CTaHy KOMII'FOTEPHOI CHCTEeMH 3a YMOBM MaJioi BUOIpKHM 200 HEWiTKOCTI BUXIJHUX IaHMX, SKMH BIIPI3HAETHCS BUKOPUCTAHHIM
METOZly Ha OCHOBI HEYITKOrO KJIACTEPHOrO aHaji3y 3 YTOYHCHOI IPOLEINYPOI TIpymyBaHHA. Jlns BUpIIIEHHS 3aBJaHHS
KJ1acTepu3allil BUKOPUCTAaHa ClielliajibHa MPOLe/ypa MOPiBHAHHS HEUITKUX BiJCTaHEH MK LEHTPaMM IpyIyBaHHs 1 00’eKTamu
Kinacrepusatii. Po3pobneHo mnporpaMue 3a0e3redyeHHs Ta BUKOHAHO TECTYBAaHHSA po3pobieHoro merony. IIpoBeneHo OLiHKY
skocti kiacudikauii Ha ocHoBi ROC-ananizy BucHoBkn. HaykoBa HOBU3HA OTPHMAaHUX PE3yNIbTATiB HOJAra€ B HACTYIHOMY:
MIPOBECHO JOCITI/DKEHHSI 3 BHOOPY BUXIIHUX HaHHX JUIs aHalli3y,; po3poOieHo Meron imeHTHQikamil cTaHy KOMII IOTEpPHOL
CHCTEMH Ha OCHOBI HEUITKOr0 KJIAaCTEPHOI0 aHaJi3y 3 BUKOPUCTAHHAM CIELIalbHOI IPOLeaypa IOPiBHIHHA HEUiTKUX BifcTaHeH
MK LEHTPaMHU IPyIyBaHHs 1 00’ €KTaMy K1acTepu3alii, 10 JO3BOIWIO ITOKPALUTH SAKicTh kiacudikawii 1o 22%.

KawuoBi cioBa: ineHTudikamnis ctaHy; KOMI'IOTepHA CUCTEMa; KJIACTEPHUI aHaIli3; HEWiTKI BUXiIHI aHi.

Pa3paGorka Meroxy HICHTH(OHKALNH COCTOSIHMSI KOMITBIOTEPHONM CHCTEMBI ¢ MCII0JIb30BAHMEM HEYETKOr0 KJIACTEPHOIO aHAJIN3a
C. 0. I'aBpunenko, B. B. Uenak, A. A. 'oprocrains, B. A. Baccunes

AnHoTanus. IIpeamerom craTby SIBISIETCS MCCIEIOBAHHE METONOB WICHTH(GMKALMM COCTOSHHS KOMITBbIOTEPHBIX
cucremax. Ileblo cTaThy sBIsIETCs pa3pabOTKa METoNa MIAECHTU(HKALMKY AHOMAJIBHOI'O COCTOSIHUSI KOMIIBIOTEPHON CHCTEMBbI HA
OCHOBE HEYETKOro KIJIACTEPHOIrO aHaiu3a. 3ajgaya: NpOoaHAIM3HMPOBATH METOIbl MICHTU(DMKALMH COCTOSHUS KOMIIBIOTEPHBIX
CHCTEM; IIPOBECTH MCCIIEZIOBAHMS 110 BHIOOPY MCXOAHBIX JAHHBIX; pa3paboTaTh METO UACHTH(HHUKALMN COCTOSHUS KOMIBIOTEPHOH
CHCTEMBI TIPU MaJIOH BBIOOPKH WIIM HEUETKOCTH MCXOIHBIX JaHHBIX; UCCIEN0BATh U 0OOCHOBATH MPOLEIYPY CPABHEHHS HEUETKUX
pAacCTOSHUI MEXIy LEHTpaMH TIpYyHIHPOBKM M OOBEKTaMH KiIacTepH3allid; pa3padoTaTh INPOrpaMMHOE OOECIeUeHHEe U
poTecTUpoBaTh. Mcnons3yeMpIMu METOJAMH SBILIOTCS: KJIACTEPHBIN aHAIN3, alnapar HedeTkoi joruky. [lomydeHs! cienyromue
Pe3yJIbTAThI: TEOPETUICCKH OOOCHOBAHO M MCCIIE/IOBAH METOJ MACHTU(HUKALMK COCTOSIHUS KOMIIBIOTEPHOIH CHUCTEMBI IPH MaJIoH
BBIOOPKH WJIM HEYETKOCTH MCXOIHBIX JIAHHBIX, KOTOPBIH OTJINYAETCs UCIOIb30BAHNEM METO/Ia HA OCHOBE HEYETKOro KIIACTEPHOro
aHaNU3a YTOYHEHHOMH mpoueaypoil rpynnupoBkH. s pelneHus 3ajlauyl KIaCTepU3alMH UCIOIb30BaHA CIELUANbHAs MPOLEaypa
CPaBHEHHUs HEYETKUX PACCTOSHMH Mexy LIEHTpaMH IPYNIHPOBKM U 0O0BEKTaMM KiacTepusaluu. PaspaboraHo nporpammHoe
o0ecreyeHye 1 BBIIOIHEHO TECTUPOBAHNE Pa3paboTaHHOro MeTo/a. IIpoBenieHa oleHKa kauecTBa Kiaccudukanuu Ha ocHoe ROC-
aHanusa. BeiBoawl. HayuHas HOBU3HA IONYYEHHBIX PE3YIbTAaTOB 3aKIIOYAETCA B CIEIYIOIIEM: MPOBEJECHO HCCIEOBAHUE IO
BBIOOPY MCXOIHBIX JIAHHBIX JUIS aHAIN3a; pa3padoTaH METOA MAEHTU(UKALNKU COCTOSHHS KOMIIBIOTEPHON CHCTEMbl Ha OCHOBE
HEYETKOro KJIACTEPHOI'0 aHAJIN3a C UCIIOJIB30BaHUEM CIICLIUAIBbHOM NPOLIEypa CPAaBHEHHS HeUETKUX PACCTOSHUN MEXIy LIEHTpaMU
IPYHIIUPOBKU U 00BEKTAMHU KJIACTEPH3ALIMH, YTO MTO3BOIMIIO YIIYUIIHTh Ka4eCTBO KiIaccuukaimu 10 22%.

KawueBble cioBa: I/IZ[eHTI/I(i)I/IKaHI/IH COCTOSIHUS; KOMITBIOTEPHAs CUCTEMA; KI1aCT epHLIﬁ aHaJIU3; HCYCTKUEC BBIXO/IHBIC JaHHBIC.
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