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Abstract. The reconnaissance data processing plays much role in warfare. The validity of this information is one of the most
necessities for staff correct decision-making. Information entropy is a measure of data uncertainty. In information theory the
concept of entropy describes how much information there is in signal or event. Information entropy relates to uncertainty amount
concerning an event associated with given probability distribution. In this paper, the main importance of information entropy has
been shown. In the same time, the application of both information entropy and expert evaluation methods in reconnaissance
data processing has been considered. In consideration of the several sources of reconnaissance data, the calculation method of
this information validity assessment has been offered on the basis of information entropy and expert evaluation.
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introduction

The reconnaissance data processing plays much
role in warfare [1]. The validity of this information is
one of the most necessities for staff correct decision-
making. For solve this task the calculation of
information entropy and expert evolutions [2] have been
offered for processing of reconnaissance data and
assessment of validity.

There are reasons to define information as the
negative of the logarithm of the probability distribution
in technical sense. The probability distribution of the
events, coupled with the information amount of every
event, forms a random variable whose expected value is
the average amount of information, or entropy,
generated by this distribution. Units of entropy are the
Shannon, Nat, or Hartley, depending on the base of the
logarithm used to define it, though the Shannon is
commonly referred to as a bit.

It is known, that information entropy is data
uncertainty measure [3, 4]. In information theory the
concept of entropy describes how much information
there is in signal or event. Information entropy relates to
uncertainty amount concerning an event associated with
given probability distribution. In this paper, the main
content of information entropy is shown; the possibility
of application of information entropy and expert
avalution in reconnaissance data processing has been
considered; the method of entropy calculation for
several sources got information has been offered.

Information entropy

The concept of entropy in information theory
describes how much information there is in a signal or
event. Shannon introduced the idea of information
entropy in his 1948 paper "A Mathematical Theory of
Communication" [5, 6]. It was used for measurement of
usefull information in signals transfer by use of wires.
In general, Shannon’s theory is used in investigations
for various information transfer and store. In
information science, the entropy is an information
uncertainty measure. It equals to transfered information
amount in the case of not information loss. If in
communication channel an input signal equals
absolutely to an output one, then it is means that entropy

equal zero, that is an entropy is absent. If there is not
noise, then information is maximum.
The dependence of entropy on information is next:

H+Y=1, (1)

where H is entropy, Y is information.

It was obtained and justificated by Leon Brillouin
[7]. For entropy calculation K. Shannon had been
offered the expression liked to Boltzmann’s classic
entropy:

H(A):H(pl +...+pn)=—zk=1pk log, pr, (2)

where H is Shannon’s entropy, p; is a probability of
some event [8].

Shannon’s entropy defines quantitatively a validity
of transfered information and it is used for calculation
of information amount. The more amount of ontained
information, the more data about this event (state), the
less uncertainty and the less of entropy. Entropy has
interesting properties and these special features confirm
its amount measure uncertainty [8]:

1) entropy equals zero if only the probability of
one event (state) p; equals 1 (one) and the probabilities
of other enevts (states) p; equal zero; in all other cases
entropy is positive:

(HA)=0=p;=1,p>=0,..., p, = OA(H(A) > 0);

2) H is maximum for given n and it equals to logyn

when
p=py=..=p,=1/n; 3)

3) if 4 and B are two independent random objects

with number of n and m states, respectively, then
H(AB) = H(A) + H(B). 4

That is, entropy of two information equals to sum

of two entropies of each infomations.

When developing of obtained information, firstly,
the special uncertainty of information is calculated:

I=—logypy. (%)

Then, the uncertainty of average information is
calculated:

1y = H(A) = -pilogop; — palogop,. (6)

Obtained results should be consider in information
avalution.
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Information entropy application in
reconnaissance data processing

In consideration of above results, information
entropy in reconnaissance data processing can be
applied. Entropy of information about some event or
state defines its reliability. When entropy calculation it
should be consider another data and possibilities
concerning this event or state. The information entropy
nearer to zero, the more information reliability.

Example 1. Let us determine a special (attracted)
information about enemy in “Tomorrow enemy’s forces
will attack” reconnaissance data. Let enemy can attack
in any day of the week with the same probability and
this probability is p =1/7 . The special information of

this data is
I =—log,(1/7)~2.81 bit.

Therefore, the uncertainty of “Tomorrow enemy’s
forces will attack” data equals 2.81. There are two
probabilistic states of events in above example. Let us
adopt that 4; is the enemy’s attack day and A4, is not the
enemy’s attack day. The probabilities of these state are

VA,p=1/7; YA4,,p=6/7.

correspondingly.
Average information is

1 1
1,=H(A)= —7log2 7—glogzgz 0.59.

The uncertainty of average information of this data
is 0,59. Usually, reconnaissance data about some of
event (state) are obtained from several sources.
Information entropies of various sources obtained data
are calculated and then the average value is determined:

H, =(Hp +H,p+..+H,,)/n. (7)
Example 2: there  have been obtained

reconnaissance data from three sources:

1) from source m; — “In some day of this week
enemy’s forces E will attack”;

2) from source m; — “Tomorrow enemy’s forces £
will attack”;

3) from source m; — “Tomorrow at 6 a.m. enemy’s
forces E will atack™.

Let us calculate entropy of above given data:

1 1
Hml(E) = _710g2__210g22z 0.59;

7
1 1 23 23

H »(E)=-—Ilog, ———Ilog, —~0.25;

m2(E) 24 8254 94 0827y

1 59 59
H, ;(FE)=——Ilogy, ———log, —=~0.12.
m3(E) 092260 " 6022 6o
Thus, the average information entropy of data
obtained about enemy E is

H,, =(0.59+0.25+0.12)/3~0.32. (8)
The increasing of probability degree leads to

decreasing information entropy and to inceasing degree
of data validity. For icreasing the probability degree,

several questions should be determined and its answers
should be found. For this purpose, n questions can be
determined. But, for provide of rationality the minimum
questions can be defined. For determination of probable
event (state) realization by application of entropy
calculation, the number of questions which demand
answers, can be determined.

For instance, enemy want to attack at some of X
day in interval [1+7] days in this month, 1 <X < 7.

The minimum questions should be given for “Eys”
and “No” answers in purpose of revealing of this attack
day. Let us determine information about X day in data.
The probabilities of all X g[1,7] days equal
pL=py =..=p7=1/7 and then Iy =—log, (1/7)=3.

Thus, minimum 3 questions are nessesary for
attack day determination. Really, in this condition with
equal probability “Eys” and “No” answers providing
three questions are sufficient.

Let us consider that “4” day of the month is outline
for attack and let us define questions:

Question I: Is X-day nearly that “4”?

Answer:. No.
Result: X-day is one of “4”, “5”, “6”, “7”.

Question 2: Is X-day nearly that “6?

Answer: Yes.
Result: X—day is one of “4” or “5”.

Question 3: Is X-day nearly “5”?

Answer: Yes.
Result: X —day is “4”.

As it is shown, three questions allow to determine
attack day in interval [1+7] days.

Thus, by use of this method the tasks can be
determined additional data necessary for reconnaissance
forces and means.

Expert avaluation application
in reconnaissance data processing.

The consideration of experience results has
importance sense in reconnaissance data processing,
too. The additional information about frequency,
sequence and other properties of some previously event
(state) increases a certainty degree of data. The expert
avalution (opinion) is offered to apply in reconnaissance
data processing by transforming it to quantitative state.
The expert avalution determines a degree of event
probability. Below, it is offered a ranging of probable
degrees based on the expert experience:

a full probability - 0,95;

a high probability - 0,8;

a medium probability - 0,5);

a low probability - 0,3;

a very low probability - 0,1).

The entropy of expert opinion can be calculated by
beloii formula

H,=-p, log, Pe

where H, is an etntropy of expert opinion, p, is a
probability of this expert opinion.

The expert opinion is agreed with obtained
information in reconnaissance data processing and
connected with event (M) the average information
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entropy is determined: H,, = H,, - H,, where H,, is the

information entropy obtained from source.

For instance, in above pointed example 2,
“Tomorrow at 6 a.m. enemy’s forces E will atack”
information is evaluted by the expert in consideration of
previously experience. Then, the expert suggests that
with high probability enemy forces will attack in the
morning.

Thus, the uncertainty of information is 0.08. That
is, most probably this reconnaissance information is not
correct.

Conclusion

So, by applied of entropy in reconnaissance data
processing, by mutual consideration of data from
several sources and expert opinion, the validity of
information obtained from war zone can be evaluated

The entropy of expert opinion is:
H,=-0.8log, 0.8 ~0.25. )

and recomemded. Investigations have shown that
mutual avalution of the same time obtained information
entropy and expert opinion entropy in processing of
obtained from several souces reconnaissance data
provides a high probability of degree of a validity of this
information. The offered method has been demostrated
on the some examples.

By the information entropy (8) and the expert
entropy (9) mutual applied the average entropy of
reconnaissance (degree of a validity) is

Hp =032-025~=0.08.
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ExcnepTHa oninka Ta ingopmaniiina enTponis B 00po0ui po3BigyBaabHHUX BioMocTei
B. M. Mawmenos

AnoTtanisi. O6pobka po3BimyBanpHOi iH(OpMalii BiAirpae BeIMKY ponib y BilicbkoBHX IifX. OOIPyHTOBaHICTh L€l
iHdopmanii € HalHOLIbII HEOOXIMHOO Ul BIPHOrO NPUHHATTS pillleHHS KoMaHIyBaHHAM. IHdopmauiiiHa eHTpormis ue € Mipa
HEBU3HAUCHOCTI naHmX. Y Teopil iHdopmawuii KoHuenuis enrpomii omucye KinbkicTb iH(opmauii B curnami abo nomiro.
Iadopmartiiina eHTpOITisl BCTAHOBIIIOE KUTBKICHUH 3B'SI30K HEBH3HAYEHOCTI, 10 CTOCYETHCS MOJil, aCOIiHOBAaHMH 3 JaHUMH PO
po3nozin HMoBipHOCTI. Y HaHilf cTaTTi OKa3aHa BelIMKa posib iHGopMauiiiHol eHTpomnii. Po3nisHyTO 0fHOYAcHE 3aCTOCYBAaHHS
MeToaiB iHpopMaliifHOI eHTporil Ta eKCriepTHOI OLIHKK B 00pOO0Li pO3BiAYBaIbHUX JAHHUX. 3 YPaxXyBaHHIM IEKUIBKOX JKepell
po3BigyBanbHOI iH(OpMaIii, 3anporoHOBaHMH METOJ OLIHKH IpaBHomofiOHocTi Iiei iHpopMmamii Ha OCHOBI iH(poOpMariiHOT
EHTpOMIi Ta eKCIIEPTHOI OLiHKH.

Karw4dosi caoBa: 06podka po3BinyBaibHOI iHpOpMaLii; iHpopMaLiliHa eHTporis; [pKeperto iHpopmartii; eKcriepTHa OLiHKa.

IKCnepTHas ONEeHKA H MHQOPMAaNMOHHAS YHTPONHUA B 00padoTKe pa3BeAbIBATEILHBIX CBEICHUI
B. M. Mawmenos

AnHoTanusi. OOpaboTka pa3BeabIBaTeNbHOM MH(POpPMALMM MrpaeT OOJbLIYyI0 pOJIb B BOCHHBIX JICHCTBHSX.
OO0OCHOBaHHOCTb 3TOH MH(pOpPMaIMK SABIsIeTCS Haubonee HEOOXOAMMBIM [UIsi BEPHOIO IPHUHATHS PELICHUS KOMaHIOBAHHUEM.
VHdopmalMoHHast SHTPONUSL 3TO €CTh Mepa HEONpPE/eNICHHOCTH JaHHbIX. B Teopun MHQOpManuy KOHLENIMS SHTPOIHUU
OIMCHIBAET KOJIMYECTBO MH(OpMaly B curHaine win coobITud. MH(pOpMaIMOHHas HTPOIHS YCTaHABINBACT KOJIMYECTBEHHYIO
CBSI3b HEOIPE/ICNICHHOCTH, Kacaroleiicss coObITHS, acCOLMUPOBAHHYIO C JAHHBIM paclpelielleHHeM BEpOSTHOCTH. B naHHOM
craTbe IIOKa3aHa Oouiblllass poiib MH(POPMAILMOHHOM 3HTPONMHMU. PacCMOTPEHO OIHOBPEMEHHOE IIPUMEHEHHE METOJIOB
MH(GOPMALMOHHON SHTPONMM U SKCIEPTHOH OLEHKH B 00paboTKe pa3BelbIBaTeNbHBIX JAaHHBIX. C y4eTOM HECKOIBKUX
HCTOYHUKOB Pa3BE/bIBATEIBHON HMH(OPMALNK, NPEAIOKEH METO] OLEHKH IPaBJOoINofoOus 3Tod HHGOpPMAalMH Ha OCHOBE
MH(POPMALMOHHOI SHTPOIUM U SKCIIEPTHOH OLIEHKH.

Kaoudesbie caoBa: o00paboTka pasBeibIBaTENbHOH —HHGOPMALUHM;
MH(pOPMALMY; SKCIIEPTHAS OLICHKA.

I/IHq)OpMaLII/IOHHaH OHTPOIINA; HCTOYHUK
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