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ALGORITHM OF INFORMATION SECURITY RISK ASSESSMENT
BASED ON FUZZY-MULTIPLE APPROACH

Abstract. The subject of the study is the process of assessing the level of information security risk that is being
implemented with the help of the fuzzy logic apparatus. The purpose of this work is to develop a methodology for
assessing the degree of information security risk, which would avoid the uncertainty factor, that occurs when some parts of
information about the analyzed automated information system are absent. The methodology is based on the use of fuzzy
logic and fuzzy sets and implies the introduction of the term sets for each of the system characteristics and the linguistic
assessment of the indicators. The tasks to be solved are to analyze existing information security risk assessment
methodologies for identifying their strengths and weaknesses. On the basis of the conducted analysis, a new method for
assessing the risk of automated information systems information security is proposed. The following results were obtained:
the advantages and disadvantages of qualitative and quantitative methodologies for assessing the risk degree of automated
systems information security were identified; the main stages of the proposed methodology were described; the degree of
information security risk is calculated in comparison to the FAIR methodology. Conclusion: The methodology presented
in the article provides an opportunity to translate the obtained results of risk assessment from a mathematical language into
a linguistic form that is more comprehensible to the decision-maker. This increases the effectiveness of the management of
automated information systems protection mechanisms.
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Abstract

Information systems management is virtually
impossible without security and safety management;
whose main component is the assessment of existing
risks. The subject of the study is the process of
assessing the information security risk level that is being
implemented through the fuzzy logic apparatus. The
purpose of this work is to develop a methodology for
assessing the information security risk degree, which
would allow to eliminate the factor of uncertainty. The
proposed methodology is to introduce term sets for each
of the system characteristics and linguistic evaluation of
the indicators.

The article describes the main stages of
implementation of the proposed methodology. The
methodology presented in the article provides the
opportunity to translate the obtained risk assessment
results from a mathematical language into a linguistic
form that is more comprehensible to the decision maker.
This increases the effectiveness of the system security
mechanisms management.

Introduction

The accession of humanity to the era of high-end
technology has accelerated the development of Internet
technologies and computing, which has encouraged the
booming development of automated information
systems (AIS), which are gaining popularity. AIS is the
information base of various services that deal with
technical, economic and other tasks. Accordingly,
existing threats have also been modified and acquired
hybridity signs. Currently they combine the influence of

all components of security: information security
(InfoSec), cyber security (CyberSec), and security of
information (SI). Threats have gained signs of
hybridization.

The main object of which is the economic sector of
the country. There is a need for crosscutting (hybrid)
technology to counteract the dangers that play a
significant role in business processes. That is why,
during the design and development of reliable AIS, it is
necessary to provide a set of measures aimed at
ensuring their protection against deliberate or accidental
influences that may lead to a system failure. Among the
security threats to the AIS, which directly affect the
system, the personnel and its clients are internal and
external threats, show synergy in crosscutting
application with social engineering. Both the first and
the second, depending on the target and nature of the
influence on the activity of certain subjects and objects,
can be divided into economic, physical and intellectual
[1-3].

Providing information security is part of the
information system management as a whole. In this
case, one of the most important components of the
InfoSec management system is the risk assessment,
which is intended to determine the effectiveness of the
applicable protection mechanisms based on the
corresponding metrics. The remaining problem is to
improve the existing methods for assessing InfoSec risk
in connection with the emergence of new types of
hazards. The task of improving the existing methods for
assessing the security risk in the AIS remains currently
topical due to the emergence of new types of hybrid
cyber threats.
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Analysis of Recent Studies and Publications

In the modern scientific community there is a
significant number of researchers whose subject matter
is to assess the risk of systems InfoSec. For example, [4]
classifies existing risk analysis of IS, describes the
sequence of risk analysis processes, compares software
tools for SI risk management. Another example of
research in this subject area is the work [5; 6], which

describes the methods of assessment and risk
management.
The article [7] proposes a mathematical

formulation of risk using the SI main concepts of such
risk management methodologies as MEHARI, EBIOS,
CRAMM and SP 800-30 (NIST).

Basics for risk assessment, in particular in the
context of assessing the risks of access control systems
that decide on authorization, are presented in [8].

In the article [9] approaches and program solutions
for assessing and controlling information risks as a
fundamental organizational stage in the development of
information security systems of computerized systems
are considered.

In the article [10] an advanced methodology of
information risk assessment in an automated system was
proposed and analyzed. The necessary normative-legal
documents of information security are mentioned. The
performance of the prototype expert system is
considered, which allows to assess the level of
information risk for a certain automated system and to
determine the need for additional information security
measures [11].

The article [12] analyzes the process of the most
common models of information security risk assessment
in information and telecommunication systems.

The main approaches to information security risk
assessment are revealed.

The analysis of threats to information security and
a detailed description of the intended sources,
classification and the reasons for their occurrence is
given in [13-16].

Main materials of the study

After analyzing the existing scientific literature
from the specified subject area, two main groups of
methodology for assessing information security risks are
possible to determine: quantitative and qualitative.

Quantitative methods use measurable, objective
data to determine the value of assets, likelihood of loss
and associated risks. The goal is to calculate the
numerical values for each of the components collected
during the risk assessment and analysis of costs and
benefits [17].

Qualitative methods use a relative risk or asset
value based on rating or categorization, such as low,
medium, high, not important, important, very important,
on a scale from 1 to 10. A qualitative model evaluates
the actions and probabilities of identified risks at a rapid
rate and in a cost-effective way. Risk sets are written
and analyzed in a qualitative risk assessment, and can
serve as a basis for a targeted quantitative assessment.
Quantitative and qualitative information security risk
assessment methods have both advantages and
disadvantages (Table 1).

Accordingly, the combination of quantitative and
qualitative methods represents a mixed set of
advantages and disadvantages of the above mentioned
methods.

At present, hybrid types of risk assessment have
the most practical interest.

Table I — Advantages and disadvantages of qualitative and quantitative methodologies of InfoSec risk degree assessment

+/— Quantitative Qualitative
- risks are the financial consequences priority; - provides clarity and understanding of
- assets are the financial values priority; risk classification;
wn .« . . . . . . .
8, |- obtaining simplified risk management results and investment returns into |- the opportunity to reach consensus;
g providing security; - there is no need to determine the
S |- results can be expressed in specific management terminology (for example,| financial value of assets;
2 monetary value and probability is expressed as a certain percentage); - it is easier to involve people who are not
- accuracy tends to increase over time as the business constantly records experts in the field of computer
data. security.
. . . . . . - insufficient distinction between among
- importance influence attributed to risks on the basis of judgmental o .
s opinions of participants; significant risks;
) P P pants, . |- itis difficult to justify investments in
8 |- the process for achieving reliable results and consensus takes a lot of time; . .
= . . . . control of implementation, because
$ |- calculation might be complex and time-consuming; .
3 . . there are no grounds for the analysis of
& |- the results are presented only in monetary terms and they are difficult to
"QU”) interpret for "non-techies"; costs and benefits;
. . o . -Th 1 h lity of th
- the process requires special knowledge, so it is difficult to train staff. e results depend on the quality of the
created risk management team

The relation between methods of detecting attacks
and risk assessment methods is presented in Fig. 1.

Given the different nature of the threats to the
profiles of the computer system, consider some of the
methods of risk assessment [3]. The heuristic approach is
implemented in the evaluation methods of NIST, IT-
Grundshutz, OCTAVE, MEHARI and MAGERIT. Their
common advantages include the flexibility — it allows to

conduct an analysis for organizations of different sizes; a
detailed description and analysis of the information assets
of the research object. In most cases, the above methods
give the investigator a qualitative assessment. The
disadvantages are the lack of automation of some
functions and the human factor's impact on the end result.
CRAMM and FAIR methodologies refer to the
probabilistic assessment approach. Their advantage is to
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provide a comprehensive risk assessment for InfoSec, a
detailed description of existing risks and high efficiency
of use. Also, the methodologies allow to evaluate the
effectiveness of countermeasures. Disadvantages include
the ability to work only with existing information assets.
The information approach is represented by the IRAM,
EBIOS, and RISK WATCH methodologies.

The conducted analysis showed that the considered
methodologies do not allow to conduct an assessment of
functional efficiency, based on both technical and
economic indicators. To obtain estimates of the risk
level of equivalent cash capital and the immediate
display of its security, it is proposed to use
methodologies based on an integrated approach to risk
assessment that combines quantitative and qualitative
methods of analysis, including CRAMM and FAIR
methodologies, structural schemes are presented in the
Fig. 2, 3 respectively [17]. The methodologies of the
crosscutting approach to risk assessment, as a rule, use

the following stages (steps) [18, 19]. At the first stage,
everything is analyzed regarding the identification and
determination of the value of system resources: the
definition of the boundaries of the system under
investigation: information about the configuration of the
system, information about responsible individuals for
physical and software resources, determining the number
of users of the system, their privileges. Identification of
physical, software and informational resources within the
boundaries of the system is carried out. A model of the
information system is being built from the standpoint of
the InfoSec; the second stage identifies threats and
assesses the level of threats to resource groups and their
vulnerabilities, assesses the dependence of user-defined
services on specific resource groups and the existing
level of threats and vulnerabilities, calculates risk levels
and analyzes the results. At the end of the stage, the
customer receives identified and assessed levels of risk
to his system.
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Fig. 1. The relation between methods of detecting attacks and risk assessment methods
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Fig. 2. CRAMM Methodology — crosscutting approach to risk assessment
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Fig. 3. FAIR risk assessment methodology

The third stage of the study is to find adequate
countermeasures — the search for a security solution that
best suits the requirements of the customer. At this
stage, it generates several variants of countermeasures
that are adequate to the identified risks and their levels.

The combination of two qualitative and quantitative
approaches will combine the benefits of each of them,
provided by them separately, and will open the possibility
of obtaining the necessary characteristics for the effective
organization of security systems.

Despite the high efficiency of the above-mentioned
methodologies, they still have a significant common flaw
— they require a significant amount of resources to assess
the risk of InfoSec, that is, it is necessary to process a
large volume of information that takes a lot of time and
effort. There is a need to improve the existing methods
for assessing the risk of InfoSec, which would simplify
the estimation process and would allow to gain the end
results in a linguistic form that is comprehensible to the
decision maker. Accordingly, the purpose of the article is
to develop a risk assessment methodology for InfoSec
based on a fuzzy-multiple approach.

Proposed method

Security risks of information systems are very
closely related to uncertainty. Two cases of uncertainty
can be determined: identification of the current and
future state of the systems.

When solving tasks related to security risk
assessment, the question about the qualitative
interpretation of certain levels of parameters often
arises. The linguistic assessment of the security level is
clearer and best describes the state of IT infrastructure
security, which in turn encourages the manager to take
one or another decision.

In order to fulfill the linguistic assessment, two
things are required:

First, you need to define a linguistic scale for
evaluation. Most often pentascale is used (five-level
classifier) "Very low (VL) — Low (L) — Average (A) —
High (H) — Very high (VH)."

Secondly, it is necessary to collect all available
information to define linguistic assessment: quantitative
data collected in a group of similar objects of
observation.

For example, for a qualitative assessment of the
level of information security, it is necessary to collect
statistical information on similar information systems
for a relatively short period of monitoring. This is
necessary to maintain the condition of statistical
homogeneity. At the same time, it is necessary to take
into account the laws that are inherent to the objects of
information security.

It should be noted that there are no general
universal rules for accurate and rapid assessment of AIS
information security. A set of problems may also arise
with the collection of initial data for linguistic analysis.

There is a question connected to the additional data
analysis, which is related to different time segments of
observations. There may be a question about replacing
the missing data in one-time period with the data from
another similar one, and the parameters of this law will
be given according to special rules in order to satisfy the
necessary authenticity of the identification of the
monitoring law.

The presence of quasistatistics makes it possible to
make qualitative conclusions about the behavior of a
particular parameter of the investigated IS, makes it
possible to conduct a linguistic analysis of input data.

Basic steps of the linguistic classification:

1. The studies of the source data set and its
verification as a quasi-statistic are conducted. There is
evidence that some data distribution law is hidden in
these data, for example, the "gray" Pospelov scale.

2. Next, define the main nodes. In the absence of
expert evaluation, nodal points can be determined by the
simple rule: node point — left end of media interval,
nodal point — right end of media interval, middle point —
corresponds to the maximum histogram or median
histogram.

3. The interval between the two nodal points
standing next is divided into three zones, the middle one
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is the zone of expert uncertainty in the classification.
Thus, the primary linguistic interpretation of the
histogram is complete.

After the classificatory definition it is possible to
make a correction of pestascale. To do this, you can
modify nodal classification points, bringing them closer
together and narrowing the uncertainty zone. You can
also replace the nodal point with an absolute confidence
interval and try to expand it on both sides of the nodal
point. All clarifications must be made on the basis of an
agreed expert evaluation.

Apply the proposed methodology to compare its
effectiveness with the FAIR method. The initial data for
the calculation are taken from [20].

Stage 1. In the first stage, term sets are introduced
to describe the basic sets of the IS state and the subset of
states, described in the natural language:

The complete set of information security status
assessment £ of IS is broken down into five subsets of
the form:

E; — subset of states "extremely unsuccessful state
of IS InfoSec";

E, — subset of states "unsuccessful state of IS
InfoSec";

E; — subset of states of "average quality of the IS
InfoSec state";

E, — subset of states "relatively safe state of IS
InfoSec";

E;s — subset of states "the maximum safe state of
the IS InfoSec".

The corresponding set £ of a full risk set of IS
InfoSec threats G is divided into 5 subsets:

G; — subset of "marginal threat risk of InfoSec";

G, — subset of "high threat risk to InfoSec";

G; — subset of "average threat risk to InfoSec";

G, — subset of "low threat risk to InfoSec";

G; — subset of " insignificant risk threat to
InfoSec".

Assume that G takes the value from zero to one by
definition. For an arbitrary separate indicator of the
InfoSec assessment X;, the complete set of its values of
B; is divided into five subsets:

B;; — subset "very low level of indicator X;";

B;, — subset of "low level of indicator X;";

B;; — subset of "average level of indicator X;";

B;,— subset of "high level of indicator X;";

B;s — subset of "very high level of indicator X;".

An additional condition for matching the sets B, £
and G of the following form is performed: if all the
indicators in the analysis have, according to the

Table 4 — Value Subset Partition

classification, the level of the subset B;;, then the state of
the InfoSec is qualified as £, and the degree of InfoSec
threat risk is qualified as G;. Fulfilment of this condition
affects the correct quantitative classification of the levels
of indicators and the correct determination of the level of
significance of the indicator in the evaluation system.

Stage 2. Construct a set of indicators X = {X;} in
the number N = 4, which, according to expert-analyst,
on the one hand, affect the assessment InfoSec threat
risk, and, on the other hand, evaluate the different sides
of IS InfoSec (Table 2).

Table 2 — A set of indicators X

Indicator name Current value
X; 1.2
X, 0.7
X; 0.025
X, 0.004

Stage 3. Summarize to each indicator the level of its
significance for the analysis of ;. To estimate this level,
you need to position all the values in descending order
of magnitude so that the rule is complied with:

r=1/N. (1)

If the system of indicators is put in descending order
of their significance, then the significance of the i-th
index should be determined by the Fishburn's rule [20]:

r=1/N=1/4=025. )

The Fishburn's Rule reflects the fact that nothing is
known about the level of significance of the indicators
(1). Then the estimate (2) corresponds to the maximum
entropy of the existing information uncertainty about
the object of the study.

Stage 4. Construct a classification of the current
value g of the risk factor G as a criterion for dividing
this set into a subset (Table 3).

Table 3 — Value of indicator g

Interval G Set names (subset of ...)
08<g<l G, —"marginal threat risk to InfoSec";
0.6<g<0.8 G, —"high threat risk to InfoSec";
04<g<0.6 G; —"average threat risk to InfoSec";
02<g<04 G, —"low threat risk to InfoSec";
0<g<0.2 G5 —"insignificant risk threat to InfoSec".

Stage 5. Construct a classification of the current
values x of the X indicators as a criterion for breaking up
the complete set of their values into a subset of type B
(Table 4).

Criteria of subset partition
Indicator name
B;; B;; B;; By B;s
X; x;<0.02 0,02<x,<0,16 0,16<x,;<0,84 0,84<x;<1 1<x;
X5 x,<0.02 0,02<x,<0,16 0,16<x,<0,84 0,84<x,<1 1 x,
X; x3<0.02 0,02<x3<0,16 0,16<x3<0,84 0,84<x3<1 1<x;3
X, x4<0.02 0,02 x,<0,16 0,16<x,<0,84 0,84<x,<1 1<x,

Stage 6. Evaluate the current level of indicators and
reduce the results (Table 5).

Stage 7. Classify the current values of x according to
the criterion of Table 4.
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The result of the classification is Table 6: A ;=1 if
b1y <x;<b; and A ;=0 when the value does not fall
into the selected range of classification (Table 6).

Table 5 — Indicator’s Level Evaluation

Indicator name Current value
Very high (VH) X>1
High (H) 0.1< X, <l
Medium (M) 0.01< X5 <0.1
Low (L) 0.001< X,<0.01
Very low (VL) <0.001

Table 6 — Classification Result

i P The result of classification
Indicator Signi-
name ficance by subsets
By | B |Bis | By | B
X 0.25 0 0 0 0 1
X; 0.25 0 0 1 0 0
X 0.25 o 11 1o 1o o
X4 0.25 1 0 0 0 0

Stage 8. Carry out arithmetical steps to assess the
degree of bankruptcy risk of g:

5 N
G= Zj:l COINE
g =09-02(/-1);
G=025-0.1+0.25-0.3+0.25-0.5+0.25-0.9=0.45.

€)
(4)

where

The value of G corresponds to subset of "average
threat risk to InfoSec". The obtained result of the InfoSec
risk degree corresponds to the research result in [17].

Conclusions

Information is one of the most important resources
in modern ISs, therefore, it is necessary to estimate the
risk degree of asset exposure to anomalies and attacks.
Existing methods for InfoSec risk assessment such as
FAIR, MAGERIT, NIST, CRAMM are often used for
this purpose. In this case, the above methodologies do
not take into account the fact that IS security risks are
closely related to the uncertainty that needs to be
addressed. The proposed methodology of risk
assessment of the InfoSec can solve this problem — it
overcomes the uncertainty and allows the researcher to
assess the risk degree in a linguistic form. The
calculations of the system information security level in
comparison to the calculations using the FAIR
methodology are given in the work. It is possible to
state that the proposed methodology does not yield to its
efficiency. Indeed, under the same input conditions,
identical values of the indicators in the linguistic form
of evaluation were obtained In the case of using the
methodology, the researcher gets the opportunity to
formulate conclusions about the level of the system
security, and to develop recommendations for the
implementation of the necessary security mechanisms.
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AJITOpPUTM OLiHIOBAHHS CTYIIeHsl pU3HKY iH(opManiiiHoi Oe3neKn, mo 6a3yeThbesi HA HEYiTKO-MHOKHHHOMY ITiIxXoxi
C. II €scees, O. B. IlImarko, H. B. Pomamenko

Anortanis. IlperveroM IOCHi/UKEHHS € HpOIEC OLIHKH PIBHS PH3HKY 1H(OPMAIHHOI Oe3NeKH, M0 peai3yeThes
3aBJIIKM amapaTy Hewirkoi Joriku. MeTor naHoi poOOTH € po3poOka METOAMKM OLIHKH CTyIeHs pHU3uKy iHdopmauiiiHoi
Oesneky, sika 6 103BONMIA YHUKHYTH (DaKTOpPY HEBHU3HAUCHOCTI, 110 BUHMKAE 32 YMOBHM BiJICYTHOCTI 4acTHHU iH(popMmalii npo
JIOCTIKyBaHy aBTOMaTn30BaHy iHdopmariiiHy cucremy. MeTomuka 3aCHOBaHa Ha BUKOPHCTAaHHI HEYiTKOI JIOTIKM Ta HEUITKHX
MHOXuH. I1lo nepenbayae BBEEHHS TEPM MHOXKHH I KOKHOI 3 XapaKTEPHCTUK CUCTEMHU Ta JITHI'BICTUYHIN OLIHLI ITOKa3HHUKIB.
3aBaaHHs, fKi HEOOXiZHO BHUPILIMTU — IPOAHATI3yBaTH ICHYIOYi METOAMKHM OLIHKM PU3MKY iH(popMariiHOi Oe3nexu mis
BUSIBJICHHS 1X IlepeBar Ta HelonikiB. Ha 0CHOBI mpoBeieHOro aHaii3y 3alpoloHYBAaTH HOBY METOAUKY OLIHKH CTYIEHS PU3UKY
iHdopmaniiiHoi Ge3nekn aBTOMaTH30BaHKX iH(pOpMaliHHNUX cucTeM. By oTpuMaHi HacTYIHI pe3yJIbTAaTH: BUSABIICHO IIEpeBaru
Ta HEIONIKU SIKICHUX Ta KUIbKICHUX METOIMK OLIHKHM CTYNEHS pH3MKy iH(opmauiiiHOi Oe3nekn aBTOMaTH30BAHHMX CHCTEM;
OIMCAHO OCHOBHI €TaIlM 3alPOIIOHOBAHOI METOAMKH; PO3PAXOBAHO CTYMiHb PU3MKY iH(pOpMaIiiiHOI Oe3leku B MOPIBHAHHI 3
meronukoo FAIR. BucHoBok: IlpencraBiieHa y CTaTTi METOMKA HaJld€ MOMUIUBICTD NEPEBECTH OTPUMAHI PE3yNIbTaTH OLIHKU
PHU3UKY 3 MaTeMaTH4HOI MOBHU B JIIHIBiCTHYHY (opMy, siKa € OlIbLI 3pO3yMiJoR Ul 0COOM, IO MpuiMae pimeHHA. Takum
YUHOM 30UIBIIYEThCS €()EKTUBHICTD YIIPABIIiHHI MEXaHIi3MaMH 3aXUCTY aBTOMAaTH30BaHUX 1HPOPMALiHHUX CHCTEM.

Karw4dosi caoBa: indopmaniiina Oesrieka; OLiHKAa PHU3UKIB; METOAMKAa OLIHKM PU3MKIB iH(opMmauiiiHoi Oesnexy;
HEUiTKI MHOXKHHY; JIIHTBICTUYHA (opMa.

AJITOPHTM OLEHMBAHMSI CTENIEHN PHCKA HH(OPMAIMOHHOM 0€301aCHOCTH HAa 0CHOBE HEYETKO-MHOKECTBEHHOI0 MOAX0/1a
C. IL. EBcees, A. B. llImaTtko, H. B. Pomaienko

Annotanusn. IIpeamerom mccienoBaHus SIBISIETCS POLECC OLEHKU YPOBHS pUCKa MH(POPMaIMOHHOW 0€30MacHOCTH,
KOTOpasi peanu3yercsi 6iarozaps amnmapary HedeTkod Jorukd. Lleasro nanHoi paboThl sBisieTcs pa3paboTKa METOIUKH OLEHKH
CTENIeHN pHCKa WH(QOPMALMOHHON 0€30MacHOCTH, KOoTopas mo3Bomwia Obl u30exarh (akropa HeONpeneIeHHOCTH,
BO3HHMKAIOIIEr0 IIPH OTCYTCTBHM 4YacTW HMH(poOpManuu o0 ¥cciexyeMold aBTOMAaTH3MPOBAaHHOW WH(OPMAIMOHHOW CHCTEME.
Meronuka OCHOBaHa Ha MCIONb30BaHUU HEUETKOH JIOTMKU U HEUETKHX MHOXecTB. [IpeaycMaTpuBaeT BBeZIcHUE TePM MHOXKECTB
JUTST K&XKIIOM M3 XapaKTePHUCTUK CHUCTEMBI M JIMHTBUCTHYECKOH OLEHKHU IOKa3aresiel. 3agadun, KOTopble HEOOXOAUMO PElIuTh —
MIPOAHAJIM3UPOBATh CYIIECTBYIOIIME METOMUKH OIIEHKH pHCKa WH(POPMALMOHHOH Oe30MacHOCTH JUIS BBISIBJICHUS HX
IIPEUMYILECTB U HeJNocTaTKkoB. Ha OCHOBE NpOBeAEHHOro aHauu3a IPEJIOKUTh HOBYKO METOJMKY OLIEHKU CTEIIeHH pHUCKa
HH(OPMAIIOHHOH 6€30IIaCHOCTH aBTOMAaTH3UPOBAaHHBIX MH(OPMALIMOHHBIX CHCTEM. BN moydeHs! ciietyronye pe3yabTaThl:
BBISIBJICHBI TPEUMYIIIECTBA M HEJJOCTATKH KaUeCTBEHHBIX M KOJTMYECTBEHHBIX METOHMK OLEHKU CTEIIEHH PUCKa MH(OPMAIIMOHHON
0€30MaCHOCTH aBTOMaTH3UPOBAaHHBIX CHCTEM; OIMCAaHbI OCHOBHBIE 3TAIlbl IIPEIUIOKEHHOW METOANKH; PACCUNTAHA CTEIIeHb PHCKa
nHpopMaoHHoi Oe3omacHocTH B cpaBHeHUH ¢ Metonukoid FAIR. BeiBoa: IlpencraBieHHas B cTaTbe METOIMKA ITO3BOJISIET
TIEPEBECTH TTOTYYSHHBIE PE3yNbTaThl OLEHKH PHUCKAa C MaTeMaTHYECKOro SI3bIKa B JIMHIBHCTHYECKYIO ()OpPMY, KOTOpas SBISIETCS
Oonee TOHATHOW Uil JHMIA, NPUHUMAIOIIEro pemieHue. TakuMm oOpa3oMm yBennuuBaercs 3(QeKTHBHOCTH YIIpaBICHHS
MeXaHW3MaMH 3aIlIUThl aBTOMAaTU3UPOBAHHBIX HHPOPMALIMOHHBIX CUCTEM.

Karoudesbie ciioBa: nHbOpMAIMOHHAA O0€30IAaCHOCTD; OLIEHKA PHCKOB; METOAMKA OLGHKH PHCKOB MH(OPMAIMOHHOM
6€30I1aCHOCTH; HEYETKHE MHOXKECTBA; IMHIBUCTHUYECKas (hopma.
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