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ADAPTIVE DECISION SUPPORT SYSTEMS FOR CYBER SECURITY

The subject of the research is the principles and models of adaptive decision support systems in cyber security. The
purpose is to develop basic principles and models underlying the operation of adaptive decision support systems in the
field of cybersecurity. The methods of research are methods of system analysis, control theory, decision theory, and
artificial intelligence. The result of the study. The basic principles and models are proposed, the consideration and use
of which in decision support systems will allow the formation of adaptive properties of the described systems. It is
shown that the properties of adaptability can be formulated as a learning task. Presents optimization algorithms that
underlie learning processes. Conclusion. The combined use of mathematical modeling methods, the theory of
adaptation and artificial intelligence methods (training, pattern recognition and problem solving planning) with the
corresponding creation of ontologies of cybersecurity systems that ensure the filling of databases, models and
knowledge will allow you to implement an effective adaptive decision support system that will be useful a tool for
managers at any level at all stages of decision making and implementation. The presented approaches can be used as a
basis for building and operating decision support systems, increasing the area of application of such systems due to the

formation of their adaptability properties.

Keywords: adaptability; decision support systems; cybersecurity; information security; learning; search for solutions.

Introduction

Nowadays it is almost impossible to find a branch
of human activity where there is no information
technology (IT).

Due to the rapid growth of IT technologies,
companies often face the need to increase information
security. However, information security is a complex
system that is very difficult to manage. As a result, in
most organizations there is a risk of information system
security.

Modern decision-making for most people and
organizations depends on online information. In
addition, the professional, individual and social life of
many ordinary people is connected with networks and
the information available in them. The infrastructure for
these networks is usually the Internet. Such dependence
on an open source of information creates new
opportunities for opponents. Cyber incidents, when
opponents affect or control communication and
information systems to influence human behavior, have
become commonplace.

As a rule, malware, such as viruses, worms, trojans
and botnets, are used to attack:

* accessibility: reduce communication / computing
power or prevent the availability of information and
communication systems;

* confidentiality:
information;

 confidentiality: get detailed information about
individuals and organizations;

* integrity: creating uncertainty about information.

It should be noted that the task of improving the
security of information systems and technologies in
modern conditions is characterized by complexity and
uncertainty associated with a large number of internal
and external factors affecting information security. To
solve the problem of information security, it is
especially important to identify assets and establish the
initial level of information system security. The

compromise confidential

identification process should take into account the basic
characteristics of information assets: the value of
information, the sensitivity of assets to threats, the
presence of protective measures.

The carrier of knowledge about this subject area,
which allows to form various databases (data, models,
scenarios, knowledge) is the ontology of cybersecurity.
It is the ontology that reflects the domain-specific
knowledge in a form that a computer can use to work
effectively [1, 2].

The ontology of the DSS should contain the
following concepts as basic ones:

« threat - a potential cause of an unwanted incident
that could harm the system or organization;

e vulnerability = -  physical, technical or
administrative weakness that can be exploited by
threats.

* management
vulnerabilities by
physical measures.

« asset - all that matters to the organization.

An ontology should also reflect:

* problem area of complex security tasks;

* concepts that define the essence of cybersecurity
and the relationship between them;

« external and internal objective factors, external
and internal subjective factors;

» measures and technologies to ensure integrated
security of information systems;

* heuristic knowledge of the security status of
information systems, integrated security strategies;

* identification of information system assets,
determination of criteria and safety indicators,
development of procedures for evaluating criteria and
indicators for developing an integrated information
security support model, etc.

 principles of integrated information security
(consistency, adaptability, transparency and
confidentiality, continuity, training and experience,
etc.).

control is wused to mitigate
implementing organizational or
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Thus, the solution of the problem area provides
comprehensive security (a set of basic concepts that
define the nature of the research and the relationship
between them), including:

the subject area,

the purpose of the research,

the tasks, the possible tactics, the strategies used to
achieve this goal.

It should be noted that among the factors affecting
safety, a special place is occupied by subjective factors
that are potentially the most dangerous [3].

Cyber attacks primarily affect human behavior,
creating confusion and information overload,
stimulating irrational behavior.

However, the issues of modeling the impact of
cyber attacks on human behavior has not been
adequately reflected in the literature.

Instead, most research focuses on modeling attacks
and technical solutions, as well as measures to prevent,
detect, and recover from an attack.

Taxonomies are provided for attacks, attackers and
human effects of cyber attacks, as well as simulating the
relationship between cyber attacks and the decision-
making process [4—6].

It should be recognized that effective opposition to
cyber-attacks cannot be performed exclusively by
people or machines working individually. Rather, they
should cooperate. In particular, these tasks not only
require computing power to cope with the complexity of
the information that is generated during various kinds of
incidents, but also require a person to understand the
situation that unfolds, which allows them to prioritize
tasks and monitor the operation of autonomous objects
[7-14].

Under these conditions, a possible solution is the
creation and use of a decision support system (DSS),
which allows for:

* collection and integration of information about
the facility and management environment;

* processing and storage of this information with
acceptable degrees of aggregation;

» assessment of the state of the object and the
control environment with the prediction of a possible
change of states;

e search for management solutions initiated by
assessments of the state of the object and the
management environment or unfavorable forecasts of
the development trends of the controlled processes;

e optimization of found and recommended
solutions;

« decision making with challenge capabilities to
analyze both the data underlying the search for
recommended solutions, and the logic and mathematical
methods used, on which the search for proposed
solutions was based.

Methods and Approaches

The current approaches to automating decision-
making in the management of complex objects are
based on game-theoretic, semiotic principles and
methods of the theory of identification and experiment
design.

In the first case, a scheme is studied in which the
control body Y always knows a set of mutually
exclusive solutions

R= {I"],I"z, ...,rm}.

He needs to take one of them; the environment and
the control object are in one of the mutually exclusive
states

Z:{Zl, Zy vuny Z,,},

when Y at the moment of making decisions not all the
information is known; there is always an evaluation
functional F={f;}, which characterizes the assessment
of the degree of acceptability of the decisions made in
terms of "winning" or "losing" Y in the event that he
chooses a solution 7 € R for the state z; € Z. When

implementing such a scheme, the quantitative side of
the decision-making procedure in the conditions when
the object and the environment "behave"
antagonistically with respect to decision-making by the
governing body implement methods of game theory [15,
16].

In the case of "passive" object and control
environment, about which the control body knows the
probability distribution P={py, p,, ..., p,} on Z={z,, z,,

.., Z,}, they implement the methods of the theory of
statistical solutions. The disadvantage of this approach
in relation to decision-making systems is the
laboriousness of the a priori study of all relationship
options, taking into account the power of their sets,
determined by the dynamic world of complex control
objects. The resulting selection problem is difficult to
implement on modern computers, especially for real-
time control processes [17].

In the semiotic approach, a scheme is studied in
which the control body knows: not always a certain set
of parameters {x} characterizing the current state of the
object and the control environment; many ways of
splitting {x} into classes of states that require decisions;
a set of models for finding solutions {M}; a set of
mechanisms for finding solutions on models {p}.

When such a scheme is implemented, the sets {k}
and {M} are dynamically formed, their capabilities
allow us to obtain the necessary solutions in an
acceptable time, but the nature of the solutions obtained
is qualitative [18].

Methods of the theory of identification and an
experiment design can be applied only to the extent that
statistics can be collected on the response of the control
object to control actions in the mode of its operation.
This makes it difficult to use them directly in the
systems under consideration.

Taking into account the many functions assigned
to the system, existing approaches to automating
decision-making processes, as well as the presence of
decision-makers, it is necessary to develop the concept
of human-machine control [19].

Such systems possessing "own knowledge" and
allowing automatically or by communicating with a
person to find control solutions or to develop and
substantiate logical facts that are not laid a priori, to
engage in dialogue with decision makers will be
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referred to as a class of decision-making systems with
intelligent automatic search engines.

Rapid changes in the organizational environment
require that the DSS not only plays an active role in the
management process, but also be able to adapt to
changes in the environment.

We will refer to the class of adaptive decision-
making systems systems that have knowledge of
management technology, allow automatically or by
communicating with a person to find management
decisions, to develop and substantiate decision-making
logic, not laid down a priori, to automatically select the
necessary mathematical model to model the
management process, and also to carry out adaptation
(parametric, functional, structural) to changing
conditions. Such systems will be considered as software
and hardware and information and analytical
technologies designed specifically to assist in solving
problems of search, analysis and selection of the best
possible options. In this case, the decision maker (DM)
must be provided not only information and computing,
but first of all technological and intellectual support of
the procedure for choosing the best solution.

Results of studies

Currently, there is no complete general theory of
systems of this class, and therefore there is no general
model of such systems that have management
knowledge and can use it to organize support for the
targeted behavior of the management system in order to
achieve specified quality criteria.

At the same time, an analysis of the tasks to be
solved in decision-making systems with intelligent
automatic search mechanisms shows that:

a formal apparatus describing the processes of
recognizing situations, developing and making
decisions in a rapidly changing situation with elements
of uncertainty, must be extremely flexible;

decision-making and decision-making processes
are based not only on quantitative characteristics, but
also on factors that do not always have quantitative
measures (psychological, moral, etc.) [20];

Special attention should be paid to the decision-
making procedure itself, i.e. It is important to know
which components of the decision-making and
decision-making process should be controlled by the
decision maker and which can be performed by
computers;

an important place is occupied by the problem of
human and machine communication;

the problem of learning or adapting the developed
system to the subject area of management requires the
development of a special procedure that allows the
release  of  information  presented  formally
(algorithmically) and informally (expertly);

the problem of designing and generating software
implementation of different versions of mathematical
models requires the development of a special design
technology within this class of systems.

Adaptive support systems should be considered as
intelligent systems. The model of an adaptive decision
support system should be based primarily on the ideas

of structural adaptation, learning theory, methods of
pattern recognition (situations), and problem solving
planning [21].

Management tasks are characterized by
incomplete specifications. This suggests that the
learning process should be the basic process that
provides adaptation in the DSS, since it is the learning
theory that deals with similar tasks and provides a tool
for solving them.

Learning as a mathematical problem can be
assigned to the class of optimization problems of
descriptions searching. Optimization problem L is a
quintuple

(X1, Yp.pp.Fr.Jp)

where X; and Y; — a set of input and output records;
p; < Xy xY; - relation (or function p:X; =Y, );
F —aset of relations ( f; < X xY; for all f; € Fy),
called descriptions; J; - quality operator for F;, showing
for each f; € F; the degree of its proximity to p;. The

task is to find an optimal J; description f; L* from Fj.

Depending on the method of specifying problems,
the type of algorithms allowed, the class of problems
studied, the criterion for evaluating synthesis, etc., the
teaching methods in the DSS can be implemented in
three approaches:

1) the theory of statistical hypotheses considering
the set M of realizations of a random object with a
probability distribution p(x) on M. Let W be an arbitrary
subset of M and {H} be a set of fixed-type hypotheses
associated ~ with  probability  p(xeW)

characterizing it. It is required, based on a sample of M
obtained in accordance with p(x), to choose the most
appropriate hypothesis from {H}. Statistical methods
for random variables reveal their specific, statistical
characteristics, which are often symptomatic with
respect to the basic deep-seated patterns of the
phenomena studied;

2) the theory of parametric adaptation, assuming
that the set F of descriptions among which it is searched

and

f L* for can be characterized by a vector of parameters

and the choice is reduced to the search fL* for the

extremum of the quality operator specified by the
functional of the form

J(c) = '[Q(x,c)p(x)dx = Mx{Q(x,c)}

Here x=(x,...,x;) is the vector of a discrete or
continuous random process with a distribution density
p(x); ¢=(cq,.cyy ) - vector, the components of which

characterize the selected solution (description); Q(x,c) is
a functional of ¢ depending on x; Mx is the
mathematical expectation. The extremum J(c) is found
from the equation grad J(c)=0, or from the difference
equation

c[t]= c[t—1]—1"[t]grach(c[t—1]) ,
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where I' — matrix mxm, eclements of which,
generally speaking, depend on the current value
c[t-1], elements of which, generally speaking, depend
on the current value of c[¢-1]. Proper selection of the
matrix I should ensure the convergence of ¢[¢] to the
optimal value of c*.

If p(x) is unknown and it cannot be pre-
reconstructed, and also in the absence of an explicitly
given functional J(c), one passes to another difference
equation, which, using the observed values of x, ¢ and
grad. O(x,c), allows determining the change in the
vector c[t]:

c[t] = c[t—1]—1"[t]gmch(x[t],c[t—1]) .

In this case, the corresponding iterative algorithms
are called adaptive or learning;

3) the theory of inductive inference, which is a
discrete mathematical model of learning by examples.
The sets X and Y are countable, the desired description
of p is generally specified by (potentially infinite)
sequences of triples of the form

(x]aylaal)a(x2!y23a2)s"'

such as if a; €{0,1} and x;py; only if a; =1 (ie,

triples represent  examples  and

(%2 yin ;)
counterexamples p).

For real cases of using DSS, an approximate
(partial) structured description of the situation is typical.
This is a fundamental property of the situation, which
allows us to consider it as an image.

The main purpose of pattern recognition is to build
on the basis of systematic theoretical and experimental
research effective computational tools for classifying
formalized descriptions of situations to the
corresponding classes.

The basis of such an assignment (recognition,
classification) is to obtain some aggregated assessment
of the situation from its description.

Provided that a correspondence is established
between equivalence classes defined on a set of
decisions and a set of situations, the automation of
recognition procedures becomes an element of the
automation of decision-making processes.

In adaptive cyber security DSS, various
recognition tasks can be implemented, the relevance
of which is determined by the fact that there can be
many different situations corresponding to the
implemented attacks, especially considering the
emergence of new types, and the number of effective
countermeasures is limited and determined largely by
the class of attack.

Based on this, classes of recognition tasks have the
following typification:

1) training with a teacher, which consists in
classifying the situation according to its formalized
description to one of the specified classes;

2) learning without a teacher (taxonomy, cluster
analysis), which implements automatic classification of
situations according to their formalized descriptions into
a system of non-overlapping classes;

3) the formation of the information space
describing the recognizable situation and reducing its
dimension;

4) reduction of the initial data to a form suitable
for recognition (construction of a formalized description
of a recognizable situation).

Conclusion

The combined use of mathematical modeling
methods, the theory of adaptation and artificial
intelligence methods (training, pattern recognition and
problem solving planning) with the corresponding
creation of ontologies of cybersecurity systems that
ensure the filling of databases, models and knowledge
will allow you to implement an effective adaptive
decision support system that will be useful a tool for
managers at any level at all stages of decision making
and implementation.
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AJaNITHBHI CHCTEMH NMiATPUMKH NPHITHATTSA pilleHb B KidepOe3nemi
O. B. Minos

Ipeamer mocTifzKeHHsI - IPUHIMITY i MOZAEINI aIaTUBHUX CUCTEM IiATPUMKH IPHHHATTS pillleHb B KibepOesneni. Mera -
po3pobka 6a30BMX NPHUHLMIIB i MOZAEJIEH, 10 JIeXKATh B OCHOBI (D)YHKI[IOHYBaHHS aJaliTUBHUX CHCTEM IiITPUMKHU MPUHHSATTS
pimens B obnacti kibepOesnexku. Meroau aocaikeHHsi. B sKOCTi METOAIB IOCIIKEHHS BHCTYIAIOTh METOAU CHCTEMHOI'O
aHaJi3y, Teopii ynpasiiHHSA, TeOpil NPUHHATTA pillIeHb 1 IITYYHOrO iHTENeKTy. Pe3yJbTar BUBUeHHs. 3anpOrOHOBaHO 0a30Bi
NPUHIUIY 1 MOZEi, OOJIiK 1 BUKOPHCTaHHS SKUX B CUCTEMAaXx IiATPUMKHU IPUHHATTS PillleHb J103BOJIUTH CHOPMYBATH aJalTHUBHI
BJIaCTHBOCTI ONMCYBaHMX cHcCTeM. [loka3aHo, 110 BIAaCTHBOCTI aJaNTHBHOCTI MOXYTh OyTH c(OpPMYNIbOBaHI SIK 3aBIaHHS
HaB4eHocTi. IIpeacraBieHi ajropurMu onTumizaumii, sKi JieKaTb B OCHOBI IIpoleciB HaB4yaHHSA. BucHoBok. KomOiHoBane
BUKOPHUCTaHHS METOJIB MareMaTHYHOI0 MOJEIIOBaHHsA, Teopil ajanramii Ta METOAIB INTYYHOrO IHTENEKTy (HaBYaHHS,
po3mi3HaBaHHS o00pa3iB Ta IUIAHYBaHHS 3aB/laHb) 3 BIAINOBIJHMM CTBOPEHHSAM OHTOJOrH cucreM KibepOesneky, 1o
3a0e3Ie4yloTh 3all0BHEHHs 0a3 JaHUX, MOJIeJIel Ta 3HaHb, JJO3BOJIMTH peaiidyBaTH eeKTUBHA aJaITUBHA CHCTEMA IiATPUMKH
NPUHHATTA pillleHb, fKa Oyle KOPHCHON IHCTPYMEHTOM JUIS KEepiBHUKIB OyIb-AKOro piBHA Ha BCIX eTamax HNpUHHATTS Ta
BIIPOBADKEHHS pillleHb. [IpeacTaBieH] MiIXoau MOXYTb OyTM IOKJIaJeHi B OCHOBY NOOYNOBHM 1 (DYHKIIOHYBaHHsS CHCTEM
MIATPUMKH TNPUHHATTSA pillleHb, 30UIbIIYI0YM 00JACTh 3aCTOCYBaHHS TAaKUX CHCTEM 3a PaxyHOK (OpMYBaHHS y HHUX
BJIACTHBOCTEH aJalITUBHOCTI.

KorouoBi cioBa: ajanTHBHICTB;, CHCTEMM HIITPUMKU INPUIHATTS pimeHs; kibepOesneka; iH(opmauiiina Oe3nexa;
HABYaHHS; MOLIYK PillIeHb; NPOCTIp CUTYALi}; POCTIp 3aBIaHb.

AJaNITHBHBIE CHCTEMBI NMOANEPKKA NPHHSITHS PEeLIeHNil B KnOep0e30macHoCTH

A. B. Musnos
Ilpenmer wucciienoBaHusi — TPHUHLUIBI W MOJIENH AJallTUBHBIX CHCTEM MOAACPKKH TPHUHATHS pCIICHHH B
kubepoOezonacHoctr. Ileqb — pa3paborka 0a30BBIX NPHHIMIIOB M MOJAENEH, JIe)KallMX B OCHOBE ()YHKIIMOHMPOBAHMS

aJIalTUBHBIX CHUCTEM IOJUICP)KKH NPUHATHS pelleHHui B obnactu kubepOeszonacHocTd. Meroabl HccienoBanusi. B kauectse
METOJIOB HCCIIEJ0BaHMs BBICTYNAIOT METOABl CHCTEMHOrO AaHallM3a, TEOPUH YIPABIECHUs, TEOPHU IPUHATHS pEIIEHUI MU
HCKYCCTBEHHOr0 MHTeuleKkTa. Pesynabrar m3yuenusi. IIpeioxeHsl 0a3oBble NPUHLMUIBI M MOJEIH, YYET M HCHOJIB30BAHHE
KOTOPBIX B CHCTEMax IMOAEPKKU HNPHHSITHS PEIICHUH MO3BOJIIUT c(hOPMUPOBATH a/lAITUBHBIC CBOWCTBA OINMCHIBAEMBIX CHCTEM.
IMToxazaHo, 4TO CBOMCTBA aaNTUBHOCTH MOT'YT OBITh C(OPMYIMPOBAHBI KaK 3aaua 00ydaeMocTH. IIpeacTaBiieHbl anropuTMbl
ONTHMM3aLMY, KOTOPBIE JIE)KAaT B OCHOBE IpoleccoB oOydaeMocTd. 3akiodeHue. COBMECTHOE MCIOIb30BAHME METO/0B
MaTeMaTHYECKOr0 MOJEIUPOBAHUSA, TEOPUH aJaNTallid M METOJOB HCKYCCTBEHHOrO MHTEIUIeKTa (0OydeHHe, pacrio3HaBaHHE
00pa3’oB M IUIAHUPOBAHHE PELICHHS IIPOOJNEM) C COOTBETCTBYIOLIMM CO3JaHHEM OHTOJOIMH cHCTeM KHOepOe30NnacHOCTH,
obecrieunBarOUX HaIloMHEeHne 0a3 JaHHbBIX, MOJAENCH M 3HAHWM, IMO3BOIUT peanu3oBaTh 3hQexTuBHas aJanTHBHAs CHCTEMa
HOJVICP)KKH TIPUHATHS PELISHHUH, KOTopas OyJeT MOJEe3HbIM MHCTPYMEHTOM JUls PYKOBOIWTENCH Ha JIoOOM YPOBHE Ha BCEX
JTanax MPUHATHS pellleHHil u ux peanusauuu. [IpencraBneHHbIe MOAXOAbI MOIYT OBITH IOJIOXKEHBI B OCHOBY IOCTPOCHHS U
(GYHKIMOHMPOBAHUSI CHCTEM MOJUICPIKKM IPUHATUS pELIeHMH, yBenuuuBas oOJNacTb NPUMEHEHHS TAaKUX CHUCTEM 3a CYeT
(bopMHpPOBaHUS Y HUX CBOHCTB aalTHUBHOCTH.

Kaw4deBble ClI0OBa: aJalTHBHOCTD; CHCTEMbI MOAICPKKU MPUHATHUSI PEIICHUI; KHOepOe30macHoCTh; HHHOPMALIOHHAS
6€30I1acHOCTh; 00YUEHHE; IIOUCK PEIIESHHIT; TPOCTPAHCTBO CUTYALUH; IPOCTPAHCTBO 3a/1a4.
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