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USAGE OF CONVOLUTIONAL NEURAL NETWORK FOR MULTISPECTRAL
IMAGE PROCESSING APPLIED TO THE PROBLEM OF DETECTING
FIRE HAZARDOUS FOREST AREAS

Neural networks are intensively developed and used in all spheres of human activity in the modern world. Their use to
determine the fire hazardous forest areas can begin to solve the problem of preventing wildfires. In recent years, wildfires
have acquired enormous proportions. Wildfires are difficult to control and, if they occur, require a large amount of
resources to eliminate them. The paper is devoted to solve the problem of identifying fire hazardous forest areas. The Camp
Fire (California, USA) areas are considered. The purpose of the paper is to research the possibility of using convolutional
neural networks for the detection fire hazardous forest areas using multispectral images obtained from Landsat 8. The tasks
of research are finding the territories where the largest fires occurred in recent time; analyzing economic and ecologic
losses from wildfires; receiving and processing multispectral images of wildfire areas from satellite Landsat 8; calculation
of spectral indices (NDVI, NDWI, PSRI); developing convolutional neural network and analyzing results. The object of
the research is the process of detecting fire hazardous forest areas using convolutional neural network. The subject of the
research is the process of recognition multispectral images using deep learning neural network. The scientific novelty of
the research is the recognition method of multispectral images by using convolutional neural network has been improved.
The theory of deep learning neural networks, the theory of recognition multispectral images and mathematical statistics
methods are used. The spectral indices for allocating the object under research (green vegetation, humidity, dry carbon)
were calculated. It is obtained that the classification accuracy for a convolutional neural network on the test data is 94.27%.

Keywords: deep learning; convolutional neural networks; multispectral images; spectral indices; fire hazardous forest

areas.

Introduction

An artificial neural network (ANN) is an
information-processing paradigm that is inspired by the
way biological nervous systems [1]. An ANN is
configured for a specific application, such as data
classification or recognition. The first artificial neuron
was produced in 1943 by the neurophysiologist Warren
McCulloch and the logician Walter Pits [2].

Artificial neural networks are used in different
spheres for making decisions. In medicine neural
networks are recognizing diseases from various scans.
Neural network application would fit into financial
analysis. There is a strong potential for using neural
networks for database mining. Neural networks have
been applied successfully to problems like derivative
securities pricing, exchange rate forecasting and etc.

In the research, convolutional neural networks are
used for detecting fire hazardous forest areas. Fire
problems are increasing. Many millions of hectares have
burnt in the last three decades, affecting health and
livelihoods for tens of millions of people costing
billions of dollars [3].

One of the largest wildfire happened in California
(USA) in July 2018. It was called Mendocino Complex.
The total area of the fire was almost 460 thousand acres.
In less than six months in this state, a wildfire called the
Camp Fire took place again. The total area of the Camp
Fire was over 150 thousand acres [4].

In Fig. 1 the total largest forest areas (from 1960 to
2017) is presented [5]. The largest forest areas were
burned in 2015 and 2017 (more than 10 million acres).
In five years, with the total largest fire area, there was
no one year less than 2006, which suggests that the
problem of forest fires causes more losses than in the
XX century.

According to the USA statistics, [6] compared to
the 1980s, now, the number of burned acres have
increased almost twice, while the number of wildfires
has decreased. The losses from a large number of forest
fires are human lives and natural resources. The fires
cause economic costs to overcome and eliminate them

(Fig. 2).

Year  Acresburned (millions) Number of Fires
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Fig. 1. The Total Largest Fire Area in Millions of Acres,
1960 — 2017, USA

The purpose of the paper is to research the
possibility of using convolutional neural networks for
the detection of fire hazardous forest areas using
multispectral images of the Earth remote sensing.

In the paper, the convolutional neural network is
used to solve the problem of detecting fire hazardous
forest areas. The multispectral images from the
Landsat 8 will be received [7]. The spectral indices that
are able to detect arid vegetation, moisture content and
carbon are calculated. Such an approach can lead to
solve the problem of preventing wildfires.

Multispectral Images and Spectral Indices

Earth remote sensing it is an approach, which use
data from satellites for receiving actual information
about Earth surface. Earth remote sensing data provided
in form of multispectral images.
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Fig. 2. Wildfire Losses in the USA, 2008-2017

The relevant data of the Earth remote sensing are
obtained from the satellite Landsat 8 [8].

The mission of the Landsat Project is to provide
repetitive acquisition of  moderate-resolution
multispectral data of the Earth’s surface on a global
basis. Landsat represents the only source of global,
calibrated, moderate spatial resolution measurements of
the Earth's surface that are preserved in a national
archive and freely available to the public.

The data from the Landsat spacecraft constitute the
longest record of the Earth’s continental surfaces as
seen from space [7].

As input data, the Camp Fire area of October 7,
2018 was taken. The fire began on 8th of November,
2018. The coordinates of Camp Fire are 39°50°51"'N,
121°23°42""W [9].

To work with spectral data, index images are used.
An image is constructed corresponding to the index
value in each pixel based on a combination of
brightness values in certain channels. This can allocate
the object under research.

Index PSRI [10] is used to find the total amount of
“dry” carbon presenting by lignin and cellulose. Such
carbon in large quantities is present in wood, dead or
dry plant tissues.

The index is calculated by next equtation:

PRED —PGREEN
[PSRI = (1)
P NIR
where pgrppy — reflectance in the green band,
prep — reflectance in the red spectral band,

p yir — reflectance in the near infrared spectral band.

NDVI is the vegetation index. It is used to detect
green vegetation in multispectral images.
The index is calculated by next formula [11]:

Inpyr = P NIR —PRED . @)
PNIR T PRED
NDWTI [12] estimates the water content. Healthy
vegetation, which grows faster and more resistant to
fire, has high humidity.
The index is calculated by next equtation:

_ PNIR —PSWIR 3)

I npwr ,
PNIR T PSWIR

where pgyyr — reflectance in the short wave infrared

band.

The Camp Fire area after calculation and merging
of three indecies as RGB channels (red channel is
responsible for PSRI, green — for NDVI, blue — for
NDWI) is presented in Fig. 3.

5 2o T
25 :i';

Fig. 3. The Merged Index Image of The Camp Fire Area

Merged image will be used by convolutional
neural network for detecting fire hazardous forest areas.

Convolutional Neural Networks

The Deep Learning concept was introduced in
2006. It is as a new field of research within machine
learning. Deep Learning concept was first known as
hierarchical learning at the [13]. Deep Learning
considers nonlinear processing in multiple layers and
supervised or unsupervised learning [14]. Deep
Learning can be understood as a method to improve
results and optimize processing times in several
computing processes [15]. Recent researches have
applied deep learning as the main tool for digital image
processing [16].

Convolutional neural network (ConvNet) was
developed by Yann LeCun in 1988. Productivity of
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image recognizing by convolutional neural networks
[17] caused their using by the largest technological
companies (Google, Facebook, Microsoft, IBM and
etc). Convolutional neural networks were created on the
basis of “simple cells” in human brain. Such cells were
discovered in 1960s by Torsten Nils Wiesel and David
Habel [18].

Convolution is a mathematic operation (kind of
integral conversion) on two functions f(x) and g(x)

that produces a third function.

Convolution preserves the spatial relationship
between pixels by learning image features using small
squares of input data.

The simple architecture of ConvNet for image
recognizing by z classes can be divided into two parts:
a sequence of convolutional or alternating pooling
layers and several fully-connected layers. On the output
layer of the neural network, the neuron activation
function is used.

The activation function can be, for instance, ReLU
[19]. In the process of training the neural network, a
problem of overfitting could appear. To solve this
problem the Dropout layer could be added in the
convolutional neural network [20-22].

Implementation

The total amount of prepared images were 40,000.
Half with fire hazardous area and half with area without
fire hazardous. All images were separated into three
sets: training (28,000 images), validation (6,000 images)
and test (6,000 images) data (Fig. 4).

The size of each image is (32x32) pixels in three
RGB channels. Sample images for both groups are
shown in Fig. 5.

MaxPooling

(32 x32x3)

Input image
MaxPooling

Convolutional + ‘

Convolutional +

As a programming environment, we used Spyder
IDE and Python 3.6 as a programming language. The
frameworks were Tensorflow 1.6 and Keras 2.2.4.

>

® Traming

Validation

B Test

Fig. 4. Training, validation and test datasets

a b

Fig. 5. Examples of images for neural network: a) fire
hazardous area; b) area without fire hazardous

For training, we used an ASUS laptop. The laptop
has 16Gb of RAM, one Nvidia GeForce 940MX GPU
and an Intel Core 17 extreme 7th generation CPU (up to
3.5 GHz).

Convolutional neural network architecture is
presented in Fig. 6. The total amount of parameters in
convolutional neural network is 45,153.
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Fig. 6. Convolutional neural network architecture

Results and Conclusions

The convolutional neural network was trained
during 50 epochs. The total training time was 60
minutes. The graphs of the accuracy classification and
loss on the number of epochs for the training and
validation data are shown in Fig. 7, 8.

The accuracy of classification on test data for
convolutional neural network is 94.27%. The maximum
value of classification accuracy is 99% on training (38th

epoch) and validation (32nd epoch) data. The minimum
value is 95% on training dataset and 92% on validation
dataset.

The maximum and minimum loss values are 14%
and 0.2% on training data. For validation dataset, these
values are 24% (43rd epoch) and 3% (27th epoch).

The scientific and practical problem of detecting
fire hazardous forest areas by using convolutional
neural network applied to the Camp Fire is solved in the

paper.
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The spectral indices were calculated using objects belonging to two classes from our dataset. Such

multispectral images from Landsat 8. It is obtained that  approach can begin to solve the problem of preventing
convolutional neural networks can effectively classify  wildfires.
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Fig. 7. The classification accuracy dependence on the number
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BuxopucranHs 3ropTKOBOI HEIPOHHOI Mepe:Ki /11 00p00KH MYIbTHCIIEKTPAJbHAX 300pakeHb,
3aCTOCOBAHOI 10 MPO0O/IeMH BHSIBJICHHS I0Ke;KOHE0e3NeTHNX JiCOBHX TEPHTOPIi

B. A. SInosera, 1. M. I'naBuesa, A. O. IlonopoxHsik

VY cydacHOMy CBiTI HEHpPOHHI Mepexi IHTEHCHMBHO PO3BHBAIOTBCSA 1 BHKOPHUCTOBYIOTBCS B YCIX cdepax JIFOICHKOI
HisutbHOCTI. X 3acTocyBaHHsS i BU3HAYEHHs TOXKEKOHEOE3NEUHOCTi JIICOBUX TEPUTOPiH MOXKe PO3MOYATH BUPIlEHHS
po0eMu MoNepeKEeHHS JIICOBUX NOXeK. JIicoBl Moxkexi BaXKKO KOHTPOIIOIOTECA T4, Y Pa3i BUHUKHEHHS, BUMAraroTh BEJIHUKOI
KIJIBKOCTI pecypciB sl X ycyHeHHs. Po0oTa mpucBsdeHa BHPIIIEHHIO 33/1a4i BU3HAYEHHS IMOXKEKOHEOE3IIeYHOCT JTiCOBUX
Tepuropiil. Posrisinaersest teputopis noxkexi «Camp Firey, mo cranacs y Kanidopaii (CILIA). MeToro po6oTH € 10CIiKEHHS
MOJJIMBOCTI 3aCTOCYBAHHSI 3TOPTKOBUX HEHPOHHHMX MEPEX I BU3HAUCHHS I10KEKOHEOE3IEeUHOCTI JIICOBUX TEpUTOpiil Ha
OCHOBI MYJIBTHCIIEKTPAIBHUX 300pa’keHb, OTPUMaHUX 3 cynyTHuka Landsat 8. IToctaBnena MeTa nependadae BUPILICHHS TaKUX
3aBJaHb: OIJISI TEPHUTOPi, Ha SKMX BigOynucs HaWMAacIITaOHIIII JIiCOBI IOXEXI 3a OCTaHHIM 4ac, aHalli3 €KOHOMIYHHX Ta
€KOJIOTIYHUX 30UTKIB BiJl JICOBHX IIOXKEX; OTPHMMAaHHA Ta 0OpoOKa MYJITHUCHEKTPAIbHUX 300pa’keHb TEPUTOpIl MOXKexXi 3
cynyrHuka Landsat 8; po3paxynok cnekrpansaux iHaekciB (NDVI, NDWI, PSRI); peanizatiist 3ropTkoBoi HEHpOHHOT Mepesxi Ta
aHaii3 pe3ynbraTiB poboTu. OO0’€KTOM JOCII/UKCHHS € IPOLEC BU3HAYCHHS II0)KEKOHEOE3IEeUHHMX JICOBHX TEPUTOpIH 3
BUKOPHUCTaHHIM 3rOpPTKOBOI HeHpoHHOI Mepexi. IIpeamerom 1OCHiPKEHHS € IIPOLEC PO3Ii3HABAHHA MYJIbTHCIIEKTPAIBbHUX
300pax<eHb 3 BUKOPUCTAHHSIM HEHPOHHUX Mepex rimbokoro HapyaHHA. HaykoBa HOBH3HA IOJISra€ B Y/JOCKOHAJICHHI METOLY
PO3Mi3HABAaHHS MYJIBTUCIEKTPAIbHUX 300pa’keHb 332 PaXyHOK BHMKOPHCTaHHS 3TOPTKOBHX HEHPOHHMX Mepexx. Mertogamu
JOCJIi/KeHb € Teopis HeHpOHHMX MepeX IJTMOOKOro HaBYaHHS, TEOpis PO3Ii3HABAHHS MYJIbTHCIIEKTPAIBHUX 300pa’keHb,
METOAM MaTeMaTHUHOI cTaTUCTUKU. OOUMCIIEHO CIIEKTPaIbHI 1HIEKCH JUls BUIUICHHS XapaKTepPUCTHUK JIOCHIIKYBAaHOI TepUTOpil
(3e1€HOi  POCIMHHOCTI, KiJBKOCTI BOJIOTH, CyXoro Byriemwo). OTpumaHa TOUHICTb Kiacudikalii is 3ropTKOBOI HEHPOHHOI
Mepexi Ha TecToBii BuOipwi ckiiana 94.27%.

Karo4dosi cinoBa: rnuboke HaBuyaHHS; 3rOPTKOBI HEHPOHHI Mepexi; MyJIBTUCHEKTpalbHI 300paXKeHHs; CIEKTPaIbHi
IHJIeKCH; MTOKeKOHEeOe3IIeUHI JIICOBI TEPHUTOPII.

Hcnonb3oBanue CBepTOYHOI HEHPOHHOI ceTH 11s1 00pab0TKN MYJILTHCIIEKTPAJIBHBIX H300paKeHHit
NPUMEHHMO K NTpo0/ieMe 00HAPY/KEeHHS M0KAPOONACHBIX JIECHBIX TePPUTOPHIi

B. A. SInosera, [I. M. I'naBueBa, A. A. IlonopoxHsik

B coBpeMeHHOM Mupe HEHPOHHBIC CETH MHTEHCHUBHO Pa3BMBAIOTCA M MCIIOIB3YIOTCS BO BCeX c(epax uernoBedecKoit
JedaTenbHocTH. VX npuMeHeHue 11 olpesiesieHHs OKapooNacHOCTH JIECHBIX TEPPUTOPUI MOXKET HAayaTh PEIICHHE MPOOIeMbl
NPEIYNPEKICHUS JIECHBIX MNOXapoB. JlecHble NOXapbl TPYJHO KOHTPOIUPYIOTCA M, B ClIydae BO3HUKHOBEHUs, TpPeOYIOT
GOJIBIIOro KOJIMYECTBA PECYPCOB ULl MX yCTpaHEeHHs. Pabora MoCBAIEHa PELICHUIO 33Jaudl ONpE/eNIeHHs T10’KapOOIacHOCTH
JIeCHBIX TeppuTopuil. PaccmarpuBaercs Teppuropust noxapa «Camp Fire», koropas npounsonnia B Kanupoprun (CIHA). Heabio
paboThl  SBISIETCS UCCIICIOBAHME BO3MOXKHOCTH IPHMEHEHHS CBEPTOYHBIX HEHPOHHBIX CeTeH Julil  OIpejelieHUs
O’KapOONACHOCTH JIECHBIX TEPPUTOPUII HA OCHOBE MYJIBTHCIICKTPAJIbHBIX M300pa)KeHUH, MOIYYeHHBIX co ciyrHuKa Landsat 8.
IMocraBnenHas uesib NpeanonaraeT pelieHue TAKUX 3aJa4: paCCMOTPEHHE TEPPUTOPHH, Ha KOTOPBHIX HMPOM3OILIN MACIITaOHbIe
JIECHBIE TIOXKaphl 3a IMOCJIEAHEee BPeMsl, aHAJIN3 SIKOHOMUUYECKHX M KOJIOTHYECKHX YOBITKOB OT JIECHBIX IIOKapOB; IONY4CHHE U
00paboTKa MyIbTHCIIEKTPAJIbHBIX M300paKeHUH TEPPUTOPUH T0XkKapa co ciyrHuka Landsat 8; pacueT crekTpaibHBIX MHIEKCOB
(NDVI, NDWI, PSRI); peanuzauust cBepTO4HOH HEHPOHHOH CETH M aHAIM3 Pe3yabTaToB padoThl. OOBEKTOM HCCIeI0BaHUS
SBIIAETCS TIPOLECC OMPEAENIECHHs T0KAPOOMACHBIX JIECHBIX TEPPUTOPHUI C HCIONB30BAHMEM CBEPTOYHOH HEHPOHHON CETH.
IIpeqmerom wucciefOBaHMs SBISETCA IPOLECC PACIIO3HABAHUS MYJIBTUCICKTPAIBHBIX HM300pAKEHUH € HCIOIb30BaHHEM
HEHpPOHHBIX ceTell riybokoro oOydeHus. Hayunasi HOBM3HA 3aKIIIOUAaeTCsl B YCOBEPIICHCTBOBAHMM METOJA PaclO3HABAHUS
MYJbTHCIIEKTPAIBHBIX HM300pa)KCHUH 3a CUET MCIIONB30BAHMS CBEPTOYHBIX HEHPOHHBIX ceTell. MeTomamMu Hcc/IeI0BaHUIA
SBJISICTCS TEOPHsl HEHPOHHBIX ceTel IiryOoKoro o0y4eHusl, Teopust paclio3HABAHHS MYJIbTUCHEKTPAIbHBIX H300paXKEeHUH, METOIbI
MaTeMaTHYECKOH CTaTUCTUKU. BBIUKCIICHBI CIEKTpalIbHbIE MHIIEKCHI JUIs BBIICJICHUS XapaKTePUCTHK UCCIEAYeMON TePPUTOPUH
(3eneHOl pacTUTENFHOCTH, KOMMYECTBA BIIAry, CyXOro yrieposa). TodHoCTh Kiaccu(UKau sk CBEpTOYHON HEHPOHHON ceTH
Ha TeCTOBOI BEIOOpKe coctaBmia 94.27%.

Kaoudesbie caoBa: riayOokoe oOydueHHE; CBEPTOUHBIC HEHPOHHBIC CETH; MYJIBTUCHEKTpallbHbIE H300pa’kKeHHs;
CMEKTPaJIbHbIE MHAEKCHI; T0KaPOOIACHBIE JIECHBIE TEPPHTOPUH.
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