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NETWORKS BY USING MATHEMATICAL APPARATUS
OF THE QUEUING THEORY

The subject matter of the article is the process of information exchange in the office local networks of institutions on
computers with different technical parameters. The goal of the study is to analyze client-server interaction with socket
development of an effective and secure communication program in the local network. The tasks to be solved are: to
analyze the client-server interaction in the local network by using sockets, to create a code of communication in the local
network for computers with different technical parameters using the mathematical apparatus of the queuing theory, to
conduct research of the information exchange process in the system “client-server” in order to increase its effectiveness.
General scientific and special methods of scientific knowledge are used. The following results are obtained. Today, the
computer park used in the armed forces has a very large dispersion of technical parameters and installed software.
Therefore, the organization of office local networks requires solving the scientific and technical task of implementing such
an architecture that simultaneously meets the requirements of quality, speed, convenience and level of security of
information exchange between computers with different Hardware and Software. It is expedient to use sockets for
communication protocols allows simultaneous processing requests from a large number of users. At the same time, the
administrator can adjust the settings at any time and redistribute ports on the servers. The use of the mathematical apparatus
of the queuing theory enabled to conduct research of the information exchange process of the system "client-server" in
order to increase its efficiency. Each server was described as a closed single-channel queuing system (QS) with unlimited
idle time. Conclusions. The authors consider the implementation of the “client — server” architecture on the office local
network, the successful solution of which will allow an organizations to work optimally and without interruption. The
authors developed communication programme on the local network on computers with different technical parameters and
tested the code to detect errors. The use of mathematical apparatus of the queuing theory enables to solve the tasks of
structural and parametric synthesis of the local network of the institution and to work out the method of detecting
distributed attacks on the network at the initial stage.
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informational security.

Introduction

Formulation of the problem and research tasks.
Modern information technology has not only become
widespread in the world, but it continues its "expansion"”
at a very fast pace. Their task is to process, monitor and
record huge data streams with less time. Successful
companies are trying to maximize automation of
production, workflow, and more. It is not an exception
to organizations and institutions.

Information infrastructure as one of the basic
components of an institution's activity can be a
guarantee of efficient document management, database
work, state monitoring, etc. At the same time, its
constant development not only facilitates the execution
of current affairs, but also makes the structure more
vulnerable in the field of information security. It is clear
that the requirements of not only rational topology and
resource intensity, but also cybersecurity are put
forward to the local network in military appointment.

Today, the computer fleet used in most offices and
offices has a very large dispersion of technical
parameters. Accordingly, the software installed on
computers is also different - from Windows XP to
Linux Mint.

In addition, the structure of any database is created
by certain parameters, and in such a way that the work
with her in the regular mode is possible only with the
use of special applications.

Consequently, the urgency of the work is
conditioned by the fact that the organization of local
networks in military institutions requires the solution of
the scientific and technical task of implementing such

an architecture that simultaneously meets the
requirements of quality, speed, convenience and
confidentiality of information exchange between

computers with various Hardware and Software.

In this regard, the priority is to analyze the client-
server interaction on the local network by using sockets,
developing a program for communicating on a local
network on computers with different technical
parameters and the application of the mathematical
apparatus of the theory of mass service for conducting
research on the process of information exchange in the
system “client — server” in order to increase its
efficiency and security.

Methodological basis of the research were general
scientific and special methods of scientific knowledge.

Analysis of recent research and publications.
Todate Delphi client-server development literature
related to the development and use of sockets is
presented very little. Therefore, for a detailed study of
this aspect, you can refer to the documentation for
Linux and Unix-systems, because it describes in detail
the technology deployment of applications using
sockets, but, as a rule, in Perl or C++[1, 2].

It should be noted that the analysis of the
normative framework for the updating of the computer
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tanner park in institutions indicates a large inertia of this
process [3-5].

Most sources provide a thorough statement of the
theoretical basis for building local networks, but the
issue of routing, remote work on computers, sharing of
resources and information security of the mixed
network of institutions is not sufficiently explored.

Typically, existing methods for building local
networks do not take into account the individual values
of various parameters characterize the work of the
network and server, which significantly affect the
effectiveness of detection of an attack and unauthorized
access to server resources [6—18].

The goal of the study is to analyze client-server
interaction with socket development of an effective and
secure communication program in the local network.

Main material

1. Client-server interaction using socket

1.1 General information about sockets

The software for communicating on the local
network with the information viewing on the server is
proposed to develop the means of the environment of
the Delphi software products and the programming
language Object Pascal.

It is proposed structurally to organize a database,
server and client parts.

Created software allows:

— to work on a local network basis;

— to control the work of information transmission
ports;

— to review the information exchanged by users;

— to work on different operating systems.

The user’s ability to connect to the server provided
by the coincidence of the port used both by the server
and the client. The purpose of this parameter is carried
out in the property of Port. The connection type is
determined by the ServerType parameter.

A server code is a component of a computing
system that performs service (serving) functions on a
client request, giving it access to certain resources or
services. A simple, intuitive interface has been
developed for the user to work with the software
product.

OnClientWrite and OnClientRead events are used
to send and receive information from the user. In this
case, you can interact with the user through a parameter
such as ClientSocket. When working it is proposed to
use the following characteristics and property:

— the number of users connected at the moment;

— the number of active processes;

— the number of free processes;

— the port, hostname and local IP address;

— the unlocking and locking the socket.

Since the network can link different hardware
platforms, it is proposed to agree on the formats of data
to be transmitted, in particular, integer formats.

Two-byte integers are stored in memory in two
consecutive bytes. In this case, there are two possible
options: the first byte stores the lowest byte of the
number, and in the second one, the older one, and vice
versa. The storage method is determined by the

hardware part of the platform. The network format of
the representation of such numbers coincides with the
format of the Motorola processor, that is, on platforms
with the Intel processor need to rearrange the bytes
when converting numbers into a network format.

Thus, created software can be used to securely
transfer information on the local network of any
establishment on computers with different technical
parameters.

Obviously, the software itself will be more secure
in terms of private communication and data privacy.

The authors tested the program for error detection.
In the future, it is planned to extend the test-plan and
write test-cases.

1.2 Client socket

Activating the client socket 1 (ClientSocketl)
occurs when the user clicks the “Client” button on the
"Send list request" button. The ClientSocketl
component connects to the server whose address is
specified in the Address properties, and through the port
specified in the Port property. After successfully
establishing a connection with the server, you can start
the data exchange between the client and the server. The
client application will invoke the OnConnect event. The
processor of this event is the procedure: "procedure
TMainForm. ClientSocketl Connect (Sender: TObject;
Socket: TCustomWinSocket); ". The body of the
procedure consists of the line "Socket.SendText ('s');".
The variable 's' is a request to obtain from the server a
list of available video files.

On the receiving side, upon receiving data from the
client, the OnClientRead event of the server socket 1 is
executed, the procedure of which is the procedure:
“procedure TMainForm.ServerSocket1ClientRead
(Sender: TObject; Socket: TCustomWinSocket);”. The
body of the procedure begins with an analysis of the team
came from the client. As the parameters of the
constructor, the file name and the mode in which the file
will be connected is transmitted. A text file named
“output.txt” contains a list of video files available to the
client. The fmOpenRead flag specifies the file read mode.
For the correct reception of the file on the client side, the
file size is firstly sent using the SendText method:
“Socket.SendText (‘Size:” + IntToStr (fs.Size) + # 0”.

1.3 Server socket

It is reasonable to assume that the first step after
creating a socket is to bind the socket of this protocol to
its standard address with the bind function (SOCKET s,
const struct sockaddr FAR * name, int namelen) ;. The
second is the translation of the socket into listening
mode by listen. Finally, the server must accept the client
connection with accept or WSA Accept.

The s parameter specifies a local socket descriptor,
created by the socket () function, on which client
connections are expected.

The second parameter is a pointer to the structure
in which the socket address is stored, which corresponds
to the standards of the protocol used. It should be called
struct sockaddr. The Winsock title file specifies the
SOCKADDR type, which is the struct sockaddr
structure. The third parameter specifies the size of the
transferred address structure, which depends on the
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protocol. If successful, bind () returns 0. In the case of
an error, the value SOCKET_ERROR (ie -1).

To translate the socket into the state of waiting for
incoming connections, the API function listen
(SOCKET s, int backlog) is used;

The first parameter s is the socket descriptor.

The backlog parameter is the maximum number of
incoming connection requests that can be queued for
processing while the server is busy. The value of
backlog depends on the protocol provider. Invalid value
is replaced by the nearest allowed.

Call SOCKET accept (SOCKET s, struct sockaddr
FAR * addr, int FAR * addrlen); Serves the first one in
the queue connection request. Upon completion, the
addr structure will contain information about the IP
address of the requesting client, and the addrlen
parameter is the size of the structure.

Parameter s is the connected socket in the listening
state.

The second parameter is the address of the actual
structure SOCKADDR_IN.

The addrlen parameter is a reference to the length
of the structure SOCKADDR IN.

In addition, accept returns a new socket descriptor
corresponding to the accepted client connection. For all
subsequent operations with this customer, a new socket
should be used. Outgoing listening socket is used to
receive other client connections and continues to be in
listening mode.

Winsock 2 offers the use of the WSAAccept
feature, which can establish a connection depending on
the result of the calculation of the condition.

1.4 Socket code

Windows Sockets can be with the structure of any
length (it depends on the protocol). For the protocols of
the TCP / IP stack, the structure of sockaddr in is used,
the size of which is also 16 bytes. Of these, only eight are
used: two for encoding a family of protocols, four for an
IP address, and two for a port. The remaining 8 bytes are
not used and must contain zeros. The sin_zero field must
contain an array of zeros. This is the same field that does
not carry any semantic load and serves only to increase
the size of the structure to the standard 16 bytes. The
sin_family field should have PF Inet value. The sin_port
field records the port number to which the socket is tied.
The port number should be written in a network format,
that is, here it is necessary to use the function HtoNS, so
that from the usual port number of us to get the number in
the right format. The port number can be left to zero -
then the system will select for a socket a free port number
from 1024 to 5000.

The IP address for socket binding is set by the
sin_addr field, which has the type TInAddr. This type is
itself a variant entry that displays three methods of
assigning an IP address: in the form of a 32-bit number,
in the form of four 8-bit numbers. In the socket library,
the InAddr_Any constant is provided, which allows you
to not specify the explicit address in the program, but
leave it at the discretion of the system. To do this, the
sin_addr.S_addr field must be set to InAddr_Any. If the
computer's IP address is not assigned, using this
constant socket will be linked to the local address

127.0.0.1. If a computer has multiple IP addresses, then
one of them will be selected, and the bind itself will be
delayed until the connection is established (in the case
of TCP) or before the first sending of the data through
the socket (in the case of UDP). The choice of a specific
address, however, depends on which address the remote
party has.

It is fundamentally for the server, which port it
will use - if the port is not defined in advance, the client
will not know where to connect. Therefore, the port
number is an important sign for the server. In systems
with multiple network cards, the binding of a socket to
an address in the event that its choice is entrusted to the
system may be performed not while performing the
Bind function, and later, when the system becomes clear
why this socket is used: when the TCP client connects
to the server, the system at the address of this server
determines which card the card must go for exchange
and chooses the appropriate address. The same thing
happens with the UDP client: when it sends the first
datagram, the system at the address of the recipient
determines which map to attach the socket to.
Therefore, in this case, the client may leave the choice
of address at the discretion of the system.

The system binds the UDP server socket to the
address; it waits for the packet to be received. At this
time, the system does not have any information about
which nodes will be exchanged through this socket, and
can choose not the address that you want. Therefore,
sockets of UDP servers operating on such systems
should be explicitly tied to the desired address. Sockets
of TCP servers in the standby mode and having
InAddr_Any address, allow connection to them from
any network interface that is in the system. A socket
created by such a server when connecting a client will
be automatically linked to the IP address of the network
interface through which the client interacts with it.
Thus, sockets created to interact with different clients
may be tied to different addresses. After successfully
completing Socket and Bind functions, the socket is
created and ready to work. Further actions with him
depend on which protocol he implements and for which
role is assigned.

When the socket is no longer needed, one must
release the resources associated with it. This is done in
two steps: first the socket "turns off" and then closes.

To exclude a socket, the Shutdown function with
the following prototype is used: function Shutdown (S:
TSocket; How: Integer): Integer;

The S parameter defines the socket to be turned
off, the How parameter can take values SD_ Receive,
SD Send, or SD Both. The function returns zero in
case of successful execution and Socket Error in the
event of an error. Calling the function with the
SD Receive parameter prevents reading data from the
input socket buffer. However, at the protocol level, the
call to this function is ignored: UDP datagrams and TCP
packets sent to this socket continue to fit into the buffer,
although the program can no longer pick them up.

When using the SD_Send parameter, the function
prohibits sending data through a socket. When using the
TCP protocol, the remote socket receives the special

&3



Advanced Information Systems. 2019. Vol. 3, No. 1

ISSN 2522-9052

signal provided by this protocol, informing that more
data will not be sent. If at the time of the Shutdown call
in the output buffer, data is first sent, and then only the
signal about the completion. The UDP protocol does not
allow such signals, so when using this protocol,
Shutdown simply prevents the socket library from using
the specified socket to send data.

The SD_Both parameter allows simultaneously to
deny both reception and data transfer through a socket.
To release socket-related resources, the CloseSocket
function is used. This function frees the allocated
memory for buffers and the port. Its single parameter
specifies the socket to be closed, and the return value is
zero or Socket Error. After calling this function, the
corresponding socket descriptor no longer makes sense,
and can no longer be used.

By default, the CloseSocket function immediately
returns the call control of its program, and the socket
closure process begins to run in the background.
Closure implies not only the release of resources, but
also the sending of data that remained in the socket's
output buffer. If the socket is closed with one thread at a
time when another thread tries to perform some
operation with this socket, then this operation ends with
an error.

The Shutdown feature is needed first of all to
inform the communications partner in advance of the
intention to complete the connection, and this only
makes sense for the protocols that support the
connection. When using UDP, the shutdown function is
almost meaningless, you can immediately call the
CloseSocket. When using TCP, the remote party
receives a signal to shutdown the partner, but the
standard socket library does not allow the program to
detect its receipt. But this signal may be important for
intra system functions that implement sockets. The
Windows version of the socket library refers to the lack
of this signal quite liberally, so the Shutdown call, when
both the client and the server are running Windows, is
not required. But the implementation of TCP in other
systems is not always as lenient to such negligence. The
result may be a long (up to two hours) "hanging" state
of the socket in the system, when it is no longer possible
to work with it, and the error information is not received
by the program. Therefore, when using TCP it is better
not to neglect Shutdown, so that the socket on the other
side has no problems.

Recommended offensive order =zakrittya TCP
socket. In the first place, the server is not guilty of
storing your own socket for a powerful innotation,
which can be done only if you have been using it for a
private socket. The key is to close the socket to the
Shutdown folder ... with the SD_Send parameter. The
server will send a message to all the users, it’s
overloaded into the buffer of the socket of the client,
and then it will send a message about the completion of
the client’s transmission. Tim is not lesser, the socket of
the client's code is delivered to the host, to which the
server, if necessary, can be sent to the client, whether it
be sent to him or her, be it necessary. Witm Shutdown
server with the SD_Send parameter, and CloseSocket.
Clients prodovuzhit read dani z vididnogo socket buffer

to silently, leaving the signal about the completion of
the transmission server. Signing the key of such a wikio
CloseSocket. Such a guarantee is a guarantor, but this
will not be trapped.

2. Creating of interaction program in the local
network

2.1 Tasks

It is proposed the interaction programme in the
office local network with a functional satisfies the
following requirements:

- working on a local network basis;

- controlling transmission of information between
users;

- working on different operating systems.

2.2 Functional program

By the word "chat" we will mean an online
resource with chat features, chat program.

The chat page is automatically updated with the
specified periodicity.

Instead of periodically reloading the page, a socket
is opened between the client and the server, allowing
you to instantly send or receive messages, consuming
less traffic. In general, the project program is used to
communicate on a local area network.

2.3 Program interface

To work with a software product, the client is
encouraged to use a simple, intuitive interface. When
start the program, the main window appears (Fig. 2).
The toolbar has windows:

- to fill the address of the desired server;

- to enter the port address;

- to enter a personal name.

There is a panel for choosing message colors and
buttons for connecting and disconnecting from the
server.

In order to get started, you need to fill in the
windows: server addresses, port addresses, personal
names.

After that you can start working with the program.

After connecting to the server, the client can send
messages (Fig. 1).

ﬁ Yar & noxaneHoi cetw / Kanent

Afpecc cepsepa:

MoakmoYUTECR OTHAKOHUTECA Lise

[09:56:24 11.03.2015 Cepeucroe coobujerne]
CoeHHEHHE YCTAHOBNEHO

172.148.192.80 MNop

[09:56:24 11.03.2015 CepBucHoe coobujenmne]
Alex sowen B wat

[09:57:25 11.03.2015 Alex]
BCEM NPUEET

Fig. 1. Sending a message

After the correspondence client can easily exit the
program (Fig. 2, a). When starting a program on behalf
of the server, the user will see the following window
(Fig. 2, b). The server user can view all correspondence
between users of the local network (Fig. 2, c). Also in
the server program there is a setup menu where you can
set the startup time (Fig. 2, d) [19-25].
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(3 Yat & aokansHoi ceru / Kavent i#% Yar & nokaneHoii cetn / Cepeep

Aopecc cepeepa:  172.148.192.80 riod | Mporpanma
us{l IP-appecc: 172.148.192.80 Mopr:

Cepeep sanylweH no anpecy 172.148.192.80
MpocnylmsasTcs nopT: 12501

MpHAN AaHHBIE OT KNkeHTa: 7600 - Jawa
KnwenT: laws sowen 5 4aT - 7600
MpKHAN OaHHbIE OT KNkeHTa: 3376 - uma
KnvenT: lvMa Bowen B 4aT - 3376
MpUHAN AaHHbIE oT KNHeHTa: 3376 - Juma
{3376) Huk: fuma -> Boem npueeT

MPWMHAN DaHHbIE oT KNWeHTa: 7600 - Jawa
{7600) Huk: fawa -> U Tebe npuBeT
MPWMHAN aHHbIE OT KNKMeHTa: 3376 - AuMa
{3376) Huk: Ouma - Kak aena?

MpWHAN AaHHBIE OT KNMeHTa: 7600 - Jawa
{7600) Huk: fawa -> OTAMYHO &)

MpUHAN AaHHBIE OT KNMEHTa: 3376 - AuMa
(3376) Hu: Quma -> Hy M Xopowo
MpUHAN AaHHEIE OT KNMEHTa: 3376 - AuMa
KnmeHT [l4Ma Belwen 13 4aTa - 3376

[ 11.03.2015 C 1 MoTok 3376 33BEpLEH
Bbl BoIWAN 3 yaTa |

[09:56:24 11.03.2015 CepaucHoe coobuenne]
Alex sowen B yat

[09:57:25 11.03.2015 Alex]
BCEM MPUBET

[09:57:50 11.03.2015 CepaucHoe coobuenne]
Hags sowen B 4atT

[09:58:00 11.03.2015 Hans]
npuseT

[09:58:00 11.03.2015 Cepancroe coobugernme]
Komanpa ne pacnosnana

[09:58:10 11.03.2015 Cepsucroe coobuenne]
Hagna noknHyn 4at

a — Exit the program ¢ — Overlapping correspondence

% Uat B nokaneHoii cetu / Cepeep ;} Uar & nokanbHoi cetn / Cd

Mporpamma

Hactpoikn

Mporpamma

IP-agpecc: 172.148.192.80 Moy

Cepeep sanywen no agpecy 172.143.192.80
MpocnyumsaeTca nopT: 12501

0 nporpamme

b — Running the program d — Setup menu

Fig. 2. Windows of programm

3. Study of the process of information exchange
in the system "client-server'' to increase its efficiency

3.1 Defining a precedent diagram in the client-
server system

A server program is a component of a computing
system that performs service (serving) functions on a
client request, giving it access to certain resources or
services. We will conduct a study of the process of
information exchange in the “client-server” system in
order to increase its efficiency. For this we consider the

diagram of precedents (Fig. 3).

Create a
server User
Fig. 3. Case diagram of the client-server system

The socket protocol allows to simultaneously
process queries from a large number of users. At the
same time, the administrator can adjust the settings at
any time and redistribute ports on the servers. Thus, the
number of simultaneously serviced users will be
optimal, depending on the technical characteristics of
the computer on which the server is located. From the
point of view of the queuing theory each server is a
closed single-channel queuing system (QS) with
unlimited standby time (Fig. 4): 0 - requirements source,

client; / - servicing device, server; a — input flow of
service orders; b — outflow of processed orders.

d
o b
N-1

Fig. 4. The server as a closed single-channel
queuing system (QS).

As can be seen from the figure, in this model there
is a store of the input orders OA. If the order comes
from the client 0 at the time when the OA is busy with
the service of the pre-order, the new order gets into the
order store on the input OA, but the time of placing the
order in the drive is limited by some amount (timeout).

Let’s determine: (N-1) - the number of orders that
can fit in the drive; d - the order flow that throws the
system out when waiting time is exceeded.

We will consider a plurality of TCP packets arrive
at the server as an input flow of orders. Let’s show that
under certain conditions this flow can be considered
Poisson. The intensity of this stream may depend on the
time it takes to look at it for quite large intervals of
time. For example, during the daytime during daytime,
its intensity may be greater than at night. However, with
a decrease in the duration of the analyzed interval, the
intensity of incoming TCP orders is stabilized and can
be considered as some constant value. For different
networks, the length of such a gap may be different
(typically from several minutes to several hours) and
can be installed experimentally. In this case, the
probability of receipt of k requirements in the interval
(0, #) is equal to the probability of receipt of k&
requirements in any other interval of the same duration
(a, a + t) within a given interval. Thus, the considered
stream has the property of stationary.

Next let’s assume users of the local network access
to server resources independently of each other. If a
single TCP connection is established on a single user
request to the server, then the demand stream has the
property of the absence of an aftereffect (according to
the definition of this property).

3.2 TCP connection server as QS

The flow of TCP packets that arrive at the server,
under given conditions, is Poisson. This means that it
can be viewed as a coming requirements flow into the
QS. An array of servicing devices will be considered
server resources intended to store the parameters of TCP
connections. In this interpretation of the service
requirement, it is the reservation of the corresponding
resources either to the successful establishment of the
TCP connection, or until the end of the time-out server.
Let’s consider in more detail server resources serving as
servicing devices. The parameters of the TCP
connections are stored in the appropriate buffer
represented as an array of dimension L, whose elements
store the parameters of the TCP connections. They can
be divided into three types: those containing the
parameters of established connections, semi-open
connections and free ones.

Let B be the number of TCP connections currently
open. Then the number of the second and third type’s
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elements, the totality of which we will consider as an
array of servicing devices QS, is determined by

n=L-B. (1)

In this case, the equipment occupied by service
requirements is the elements of the second type.

In fig. 5, a it is depicted the described array, and in
fig. 5, b server resources are provided in the winch of a
set of servicing devices.

A
A 4

. ’/’/

a — Buffer for storing TCP connection parameters

established
connections
server .
semi-open
connections

free memory

b — TCP server as an array of serviced devices

Fig. 5. Server resources sharing

Depending on the intensity ratio of the input flow
of the requirements A and the dimension of the array L,
two types of QS can be considered. If the intensity of
the input flow of orders is much less than the server's
capabilities, which is the case for most modern systems,
then it is expedient to consider the QS with an infinite
number of servicing devices. Otherwise, one can
consider the QS with failures. Given that, in practice, in
the normal mode of operation of the server with a large
margin cover the input requirements, the consideration
of the system with failures is irrelevant. Then we will
consider the system of the first type.

3.3 QS with an infinite number of servicing
devices

As it has been shown, in order to describe the
model of interaction between users and the TCP
connection server in normal operation, it is advisable to
consider QS with an infinite number of servicing
devices. We denote the intensity ratio of the input flow
of requirements A to the average service time of the
order p by the coefficient ao=A/p . Since the flow of

requirements is Poisson, the probability that there are
exactly k requirements in the system is defined as

ake @
k!

The average number of devices employed (the
total number of semi-open connections) is obtained as:

N = Zk Dr = Poz(k 1),

In accordance,

Pk = 2

—Ps). ()

ake® ok

Po = lim =¢ % lim —=0. “4)
e 3 ko k!
From the relations (3) and (4) for QS with an
infinite number of servicing devices we have:

N=a(l-p,)=a(l-0)=a=0 (5)

The proposed model describes the server operation
in the normal mode and allows considering such
parameters as the requirements intensity to the server and
the average time of the order service. However, such QS
does not fully describe the server's operation, because it
does not take into account the possibility of packets loss
transmitted on a local network by users have different
technical parameters. To improve the proposed model, it
is expedient to divide the considered QS into two systems
that serve orders for normal connection setup (when all
packets are delivered) and semi-open connections that are
removed by the timeout. To divide the output flow
requirements into a plurality of orders, for each system,
one must enter a criterion that allows you to determine
the relevance of applications to the above types.

3.4 A model accounting the loss of packets in
the local network

As noted above, the previously proposed model
requires averaging average maintenance time for all
requirements that does not fully take into account the
features of the process of establishing TCP connections
on the local network with users that have different
technical parameters. To eliminate this disadvantage, we
divide the above-mentioned HMI into two systems: QS;
and QS,. It’d be assumed that the first system describes
the maintenance of applications for which half-open
connections will be successfully installed after receiving
the packet server, and the second, the requirements for
which the connections will not be established and after
the expiration of the waiting time will be deleted.

Let’s accept that the time of exchange of pairs of
packages between arbitrary sockets does not exceed the
threshold. Provided that the client has correctly
implemented the TCP protocol, the appearance of semi-
open connections that are not installed within a given
time interval (timeout) is due to the loss of the packet.

Therefore, to the requirements of the second type
we will assign orders for which the TCP connection is
in a semi-open state longer than. Let’s denote by s and /
the number of connections of the first and second types,
respectively. This representation of the server is shown
in Fig. 6.
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Fig. 6. TCP connection server as QS; and QS,
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Define relations that describe the state of such a
system. Similarly (5) we define the average number of
semi-open connections:

N=s+l=aj+oy =k /u+ry/u; . (6)

Receipt intensity of orders-requirements is
determined by the following ratio:

hy =Py, 7

where 2, [ the packet arrival rate of the network card of
the TCP server; P,, [l the probability of a semi-

discovered connection will not be installed.

The average number of such orders in service in
the QS is determined by the second appendix of the
formula (7):

N, 2 \N
; =k_2 _ LBy _ AM2P, - P ®)
K K2 K

where L, — timeout allocated on the server to establish a
TCP connection; P, — the probability of packet loss in
the network; Ng, — number of copies of SYN + ACK
packets sent by the OS.

P,, will be considered as a random variable
characterizing the average number of occupied devices
in the considered QS, and is conquered by the Poisson
law of expansion. In our case, the parameter of this
distribution is equal to 1. Mathematical expectation and
dispersion are also taken equal to 1.

Let’s believe that the parameter F,, depends on
the quality of the network characterized by the
probability of a packet loss on the network F,, and is
determined by the probability of an accidental event to
spoil the packet on the network:

Buo = B + (A= Py ) Py = Py + Py =
_Przm =2P}'m_P2

nn:

)

In fig. 7 is the graphs of the distribution density
and the distribution law of a random variable,
conquered by a Poisson law with a parameter A >10.

3.5 Statistics of the SMO of the local network of
users with different technical parameters

To effectively use the above methodology in
practice, it must be possible to determine the actual
values of the model output parameters for the system is
in normal condition. As shown above, such parameters
are: the intensity of the flow of applications, the
likelihood of packet loss on the network to which the
server is connected and the average service time of the
application (successful installation of TCP connection).

The statistics of packet time, the most complete
representation of the population, was obtained using the
fsockopen procedure: “@ $ fp = fsockopen ("
192.168.1.1 ", 80, $ errno, $ errstr, 1); if (! $ fp) else
mysql_close ();”.

To accumulate ping-statistics, various remote
computers with different operating systems were used.
On this basis, it can be argued that the results obtained
are quite generalized.

&
pim A >10 1
1 | ‘ ‘ | L,
A n
a
Fin) &
1 |
Friop 1
L1 | ‘ -
n
b

Fig. 7. Characteristics of the random variable, conquered
by the Poisson distribution law with the parameter A > 10:
a — density of distribution; b — the law of distribution

The results obtained are illustrated below.

In Fig. 8 it is shown the orderly growth of return
times statistics without taking into account the three
packages, the return time of which is 40 times the return
time of most packages.

4500
4000
3500
"
s € 3000 :
29 'm0 2
g c 7]
o S 2000 @
g:o 1600 5
[ .g_ 1a00 1
500 O
D .
1 2¥6 551 825 1101 1376 1651
request ping number
a
700
600
500 H
"
" 2
c B 400 8
2 3 300 S
2 s s
e § 200 ;
€5 100 O
= £
'a 0,

1 267 533 799 1065 1331 1597 186:
request ping number

b

Fig. 8. Packet return time:
a —normal scale; b — enlarged scale

In Fig. 9 one can see the empirical distribution of
response time response times. On the abscissa the time
intervals received by breaking the whole range of values
in increments of 10 ms are postponed. On the axis of
ordinates the number of values caught in the interval is
postponed.
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Fig. 9. Empirical distribution of return response time

According to the experimental data, the following
value was obtained:

4
P, 904 0,0021.

Under the Fig. 9 it is possible to put forward the
hypothesis that the distribution of random variables is a
composition of several distributions with different
parameters, the definition of which is the prospect of
development of the received methodology.

Note it is precisely the application of the theory of
mass service that allows us to tune:

- task of parametric synthesis - definition of
parameters of the system of service at its specified
structure, depending on the parameters and properties of
the messages flow, discipline and quality of service;

- the task of synthesizing the system structure with
the optimization of its parameters in such a way given
flows, discipline and quality of service, the cost of QS
was minimal, or there were minimal loss of calls for
given flows, discipline and cost of the system.

4. Applying queuing theory to
distributed attacks on the local network.

The specific share of the functional tasks of the local
network installation is the organization of document
circulation. Undoubtedly, the first use of such technologies
is a significant increase in the efficiency of case
management by accelerating the search for the necessary
information, increasing the speed of information exchange,
reducing the percentage of lost information, etc. Such
means of cryptography as electronic digital signature can
provide the provision of such basic information systems
services as confidentiality, integrity of information, etc. [3].
Unfortunately, recently, a class of attacks aimed at denial
of service has become more and more widespread.
Successful implementation of such attacks allows blocking
the access of users of information systems to the resources
of different servers, which can remove the entire system
from the working state.

On the basis of the proposed mathematical model
that describes the maintenance of the server request
flow for the establishment of TCP connection as a QS,
the authors reviewed the method of detecting TCP
attacks and finding the permissible values of the interval
for the number of semi-open TCP connections on the
server, working in the normal mode (for conditions of
no attack). In accordance with this technique, the
decision to start the attack is taken in the case when the
real number of half-open on the server connections goes
beyond the permissible interval.

(10)

reflect

To determine the limits of this interval, it is
necessary to obtain values of such parameters as the
intensity of the incoming application flow, the time
during which the application will be served with a given
probability, the probability of loss of IP packets for
transmission over the network, the number of attempts
to retransmit the packet server, the timeout allocated to
the server for the installation TCP connection, and the
likelihood of a true attack detection.

Part of the parameters can be determined using the
proposed methods of data collection; part is determined
by the settings of the TCP / IP protocol stack on the
secure server.

Note that the collection of statistical data in addition
to purely technical parameters were vrafovani LAN factors
associated with human factors information security, socio-
psychological specificity "client-server" communication
and information culture level from [26-30].

It should be noted that in collecting statistical data,
in addition to the purely technical parameters of the
local network, factors related to the human factor of
information security were considered: the socio-
psychological specificity of client-server interaction and
the level of information culture of users.

Conclusions

1. Today the computer fleet used in office local
area networks has a very large dispersion of technical
parameters and software installed on computers.

Therefore, the organization of office local
networks requires solving the scientific and technical
task of implementing such an architecture that
simultaneously meets the requirements of quality,
speed, convenience and level of security of information
exchange between computers with different Hardware
and Software.

2. The authors consider the implementation of the
“client — server” architecture on the office local
network, the successful solution of which will allow an
organizations to work optimally and without
interruption.

It is expedient to use sockets for communication
protocols, which allows simultaneous processing
requests from a large number of users.At the same time,
the administrator can adjust the settings at any time and
redistribute ports on the servers.

The authors developed communication programs
on the local network on computers with different
technical parameters and software, and tested the
program to detect errors.
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3. Using the mathematical apparatus of the
queuing theory, to conduct research of the information
exchange process in the system “client-server” in order
to increase its effectiveness.

Each server was described as a closed single-
channel queuing system (QS) with unlimited idle time.

4. Application of the queuing theory allows to

synthesis of the local network of the institution. After
simulating a local measurement operation organized for
the method under consideration, it was discovered that
the attack could be seen at an initial stage, and the socet
connection is stable to a sharp increase of the input flow
intensity of requests to server, taking into account
characteristics both the network and the protected

solve the problems of structural

and parametric  server.
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Jocaigxenns npouecy o0Miny iH)opManico B T0KaJIbHAX MepeKaxX yCTAHOB
32 JONOMOI0I0 BHKOPHCTAHHS MATEMATHYIHOI0 ANapaTy Teopii MacoBoro o0CaIyroByBaHHsI

O. A. Makoron, P. I'. Mycaes, O. O. lnuxo, I. M. Kpunenko, €. A. Tymuu

IIpeqmerom BuBYEHHS B CTATTi € mporec oOMiHy iH(OpMali€lo B JOKaJIbHUX MEPeXaX YCTaHOB Ha KOMII'IOTepax 3
PI3HUMHU TEXHIYHUMHU Hapamerpamu. MeTow [JOCJiIZKeHHsl € aHalli3 KIi€HT-CepBEpPHOI B3a€MOZIl 3a JONOMOIOK COKETIB,
po3pobka mporpaMu Juisi €peKTHBHOrO 1 O€3MeYHOro CIUIKYBaHHS B JIOKAIBHIM Mepexi. 3agadi: MpoBecTH aHalli3 KI€HT-
cepBepHOi B3aeMonii y JIOKaJIbHIN Mepexki 3a JIOIOMOrOr0 BHKOPHCTAHHS COKETIB, PO3POOMTH IIpOrpamy CIiJIKyBaHHS B
JIOKAJIBHIH MepeXki Ha KOMIT'I0Tepax 3 Pi3HHMMH TEXHIYHUMH IapaMeTpaMH, BUKOPHCTOBYIOUM MaTEeMaTHYHUH amapaTr Teopii
MacoBOI'0 OOCITyrOBYBaHHS, IPOBECTH JOCIIPKEHHs Ipolecy oOMiHy iH(pOpMamiero y CHCTeMi “KIIEHT — cepBep” 3 METO0
IIBUIIEHHS 1HOro e(eKTHUBHOCTI. BHKOpHCTOBYBaHMMH € 3araJlbHOHAyKOBI Ta CHELialbHI METOAM HAYKOBOI'O ITi3HaHHS.
OtpumaHni Taki pe3yabTaTu. Ha choromHimHii JeHp Mapk OOYMCIIOBAIBLHOI TEXHIKH, 1[0 BUKOPHUCTOBYETHCS B YCTaHOBAX i
odicax, Mae ayxe BEIMKY AUCIEPCIIO TEXHIYHHUX MApaMeTpiB Ta BCTAHOBIECHOIO Ha KOMII IOTE€paxX MPOrpaMHOro 3a0e3IeUCHHS.
Buxomsuu 3 uporo, oprasizanisi oiCHUX JIOKQJIBHUX MEPEX BHMAara€ BUPIIICHHS HAYKOBO-TEXHIYHOrO 3aBJaHHsA peanizauii
TaKol apXiTeKTypu, sika O OJHOYACHO 3a/I0BOJIBHSJIA BMMOraM SKOCTi, IIBMAKOCTI, 3pYYHOCTI Ta pIBHIO Oe3leku OOMiHYy
iHpopmanii Mk Komrr'torepamu 3 pisHumu Hardware m Software. Came cokeTH IONIIBHO 3aCTOCOBYBATH IS NPOTOKOIIB,
OpIEHTOBAHMX HAa BCTAHOBJICHHS 3B'SI3KY, IO JO3BOJISE OIHOYACHO OOPOOIATH 3alUTH BiJl BEJIMKOI KiUIBKOCTI KopHcTyBauiB. [Ipu
LIbOMY aJIMiHICTPATOpP B OyIb-SKHIl MOMEHT 4acy MO)K€ BHOCUTU KOPEKTHBH B HAIAIITYBAHHS Ta 3/Ii{ICHIOBATH HEpepO3OIiJI ITOPTiB
Ha cepBepaX. BUKOpUCTaHHA MaTeMaTH4HOrO amapary Teopii MacoBOro OOCIYrOBYBaHHs a0 3MOTY IPOBECTH JIOCHIKSHHS
nporecy oOMiHy iHdopMmamiero y cucremi “KIE€HT — cepBep” 3 METOK MiABMIIEHHs Horo edexruBHocti. KoxeH cepep OyB
OIMCAaHMH AK 3aMKHyTa OJHOKAaHAJIbHA CHCTEMa MacoBOro OOCIyroByBaHHS 3 HEOOMEXECHMM 4acoM O4YiKyBaHHS. BHCHOBKH.
ABTOpaMM PO3IIISIAETBCS peai3alis apXiTeKTypHu “KiieHT — cepsep” B O(iCHIM JIOKaIBHIM MepesKi, yCIIIIHEe BHUPIIIEHHs SKOI
JIO3BOJIMTB IPALEOBATH BIHCHKOBIH yCTaHOBI ONTHMAaJbHO i Oe3nepebiiiHo. ABropamu Oyia po3pobiieHa nporpaMa CIijKyBaHHS B
JIOKAJIBHIA Mepexi Ha KOMIT'IOTepax 3 PI3HUMHU TE€XHIYHMMH IapaMeTpaMy Ta IPOBEICHE TECTYBAaHHS IPOrpaMu Ha IpelMeT
BUSIBIICHHS IOMWJIOK. 3aCTOCYBaHHsS Teopii MacoBOro OOCIYrOBYBAaHHS Jla€ 3MOI'Y PO3B'I3aTH 3aBIAHHS CTPYKTYPHOrO Ta
[IAPaMETPUYHOTO CHHTE3Y JIOKAJIbHOI MEepeXKi YCTAHOBH Ta BIIIPAIOBATH METOAUKY BHUSBIICHHS PO3NOAUICHUX aTaK Ha MEPEexy
Ha MOYaTKOBOMY €Talli.

Karo4doBi ciaoBa: apxiTekTypa “KIi€HT — cepBep’”’; COKET; JIOKaJlbHA MEperka; Teopis MacoBOrO 0OCIyroBYBaHHS;
3aMOBJICHHS; O/THOKaHA/IbHA 3aMKHYTa CHCTEMA MacoBOIro 00CIyroByBaHHs; iHpopMaliiina Gesnexa.

Hccaenopanue npouecca o0MeHa HH(poOpMaLHeil B JJOKATBHBIX CeTAX yUpPeKIeHU I
¢ MOMOIIBIO UCIIOJIb30BAHMS MATEMAaTHYeCKOI0 aNNnapaTa TeOPHH MAcCOBOT0 00CTY;KHBAHUS

E. A. Makoros, P. I". Mycaes, A. A. Jlpruko, Y. M. Kprinenko, E. A. Jlymuu

IIpeaMeToM HM3y4YeHHs B CTarbe SBISETCSA Hpolecc oOMeHa HH(pOpMamyeidl B JIOKAIBHBIX CETAX YUPSKICHHH Ha
KOMIIBIOTEpaxX C PA3IUYHBIME TEXHHUYECKHMMH Napamerpamu. Ileqbio HMccae0BaHMs SBISETCS aHAIN3 KIHMEHT-CEPBEPHOrO
B3aMMOJICHCTBHS C MOMOILBIO COKETOB, pa3paboTka mporpaMmel 3G QPeKTUBHOro 1 6e30MacHOro OOIIEHUS B JIOKAJIBHOH CETH.
3agauM: IPOBECTH aHANU3 KIUEHT-CePBEPHOrO B3aMMOJCHCTBHS B JIOKAJIBHOH CETH HOCPEICTBOM HCIIONB30BAHMSI COKETOB,
pa3paboTaTh NporpaMMy OOLIEHHUS B JJOKAJIBHOK CETH Ha KOMIIBIOTEPAX ¢ Pa3IMYHBIMH TEXHHYECKHMH ITapaMeTPaMH, HCIIOJb3YsI
MaTeMaTUYeCcKUil ammapar TEOPUHM MacCOBOr0 OOCIY)KHBAaHHS, IPOBECTH HCCIENOBAaHMs Iponecca obMeHa HMH(popMauueid B
cucreMe "KIHMEHT - cepBep" C IeNbI0 NOBBIMEHUS ero 3((heKTUBHOCTH. MCIONB3yeMBIMH SBISIOTCS OOLICHAyYHBIE H
CrelyagbHble MeTOABI HaydHOro mos3HaHus. IlomydeHsl cienyromuye pe3yabTaThl. Ha cerompsmiHuidi  1eHb Iapk
BBIYHCIIUTENILHOM TEXHUKH, HCIONB3YeMOH B YUPEKACHHSAX U oducax, MMEEeT OYeHb OOJBLIYIO IUCIEPCHIO TEXHHYECKHX
[apaMeTPOB M YCTAHOBJICHHOrO Ha KOMIIBIOTEPAX IIPOrpaMMHOro obecredeHus. VICXons W3 3TOro, opraHu3amys O(HCHBIX
JIOKQJIBHBIX ceTeil TpeOyeT pelleHHs HaydHO-TEXHHYSCKON 3a1aull pealli3alliy TaKOH apXUTEKTYPbl, KOTOpast ObI ONHOBPEMEHHO
YIOBIETBOpsUIa TPeOOBaHMSAM KadecTBa, CKOPOCTH, yAOOCTBa M YPOBHIO Oe30macHOCTH OOMeHa HH(poOpMamueil Mexmy
KOMIbIOTepaMu ¢ pasueiMu Hardware u  Software. IIMeHHO cOKeTbl Ienecoo0pa3HO NPUMEHSTH Ul HPOTOKOJIOB,
OPUEHTHPOBAHHBIX HAa YCTAHOBJICHHE CBS3H, YTO II03BOJISIET OJHOBPEMEHHO 0OpPadaTHIBATH 3aIlPOCHI OT OOJBIIOrO KOJMYECTBA
noip3oBateneid. IIpy 3TOM aJMUHHCTpaTtop B JIO00H MOMEHT BPEMEHH MOXET BHOCHTb KOPPEKTHMBBI B HACTPOHKH H
OCYILECTBIIATE INepepacipesieieHie MOPTOB Ha cepBepax. VICIOoIb30BaHME MATEMaTHYEeCKOro ammnapara TEOPUM MaccOBOTO
00CITy)KHBaHHUsI [IO3BOJIMIIO IIPOBECTH UCCIENOBaHME Ipolecca oOMeHa HH(popMalyel B cucTeMe "KIHEHT - cepBep' C LEeNbIo
noBeleHust ero d¢dexruBHocTH. Kaxnplii cepBep ObUI OIMCaH Kak 3aMKHYTas OJHOKAaHAJIbHAs CHCTEMa MaccOBOI'O
O0CITY)KHBaHHsI C HEOIPAHWUCHHBIM BPEMEHEM OXKHIaHWS. BBIBOIBI. ABTOpaMH paccMaTpUBAaeTCs Peasli3allis apXUTEKTyPbI
"KJIMEHT - cepBep" B OGMCHOH JIOKaIbHON CETH, YCIICLIHOE PEIICHHE KOTOPOH MO3BOJIMT BOCHHOMY YUYPEXICHHIO paboTaTh
onTUMaNbHO M OecnepeboitHo. ABTopamu ObUta pa3paboTaHa IporpaMma OOIISHHSI B JIOKaJbHOM CETH HAa KOMIIBIOTEpPAX C
Pa3NUYHBIME TEXHHYECKHMHU IapaMeTpaMH U IPOBEACHO TECTUPOBAHHE IPOrPaMMbl Ha IPEAMET BBISBICHHS OLIMOOK.
IIprMeHeHNe TEOPUHM MaccOBOTO OOCITY)KMBAHMS IIO3BOJSICT PELIUThH 3aJady CTPYKTYPHOIO ¥ HapaMeTPHYeCKOro CHHTe3a
JIOKQJIBHOH CETH YIPEXACHHS U 0TPaboTaTh METOAMKY BBISIBIICHHUS PACIPESIICHHbBIX aTaK Ha CeTh Ha HAYaJIbHOM JTarle.

KawueBnle ciaoBa: APXUTEKTYypa "KIIMEHT - cepBep"; COKET; JIOKaJIbHasI CE€Th, TCOPUSA MaCCOBOI'O 06CJ'ly)KI/IBaHI/ISI;
3aKa3; OAHOKaHaJIbHasl 3aMKHYyTas CUCTEMa MacCoOBOro O6CJ'Iy)KI/IBaHI/I5{; I/IHq)OpMaLII/IOHHaH 0€30IM1aCHOCTb.
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