ISSN 2522-9052

CyudacHi iHpopmariiiai cucremu. 2019. T. 3, Ne 1

Methods of information systems synthesis

UDC 004.932

doi: 10.20998/2522-9052.2019.1.06

K. Dergachov, L. Krasnov, O. Cheliadin, O. Plakhotnyi

National Aerospace University — Kharkiv Aviation Institute, Kharkiv, Ukraine

WEB-CAMERAS STEREO PAIRS COLOR CORRECTION METHOD
AND ITS PRACTICAL IMPLEMENTATION

Subject of study. The article proposes new method and tool for color correction of web-cameras in stereo vision systems in
order to improve the quality of their work. The goal is a comparative analysis of the quality indicators of well-known color
correction methods and the development of a new method and working algorithms for the joint procedure for color correc-
tion and rectification of video frames of the left and right cameras. Objectives: the task was to carry out a theoretical analy-
sis of the quality indicators of well-known color correction algorithms and methods, to develop new working algorithms,
write the program codes of these algorithms in Python using the necessary OpenCV functions. Conduct experimental stud-
ies of these algorithms. Evaluate the performance of the stereo system in the laboratory, and test the reliability of the results
obtained using statistical analysis methods. Methods used: comparative analysis of known methods and algorithms by sta-
tistical modeling, synthesis of new algorithms and evaluation of the effectiveness of their work by conducting laboratory
field tests. The results obtained: a comparative analysis of the performance of the known methods of color correction of
stereo cameras was carried out, new efficient algorithm was proposed for solving this problem. Findings. Scientific novelty
of the results: new algorithm for correcting the color balance of webcams used in stereoscopic vision systems have been
created, featuring high color correction accuracy and working in real time using the functions of the OpenCV library in the
Python software environment.

Keywords: stereoscopic vision systems; color correction of video streaming images of web-cameras of a stereo system;

joint rectification and color balance of the left and right chambers.

Introduction

Currently, the demand for low-cost but high-
quality vision systems has increased significantly. The
presence of cheap uncalibrated web-cameras with the
ability to connect them to a computer via USB ports
allows you to create fairly accurate stereo systems with
easily adjustable parameters.

However even minor ctereoscopic measurer pa-
ramaters deviation leads to its work quality deteriora-
tion up to complete stereo effect loosing. Factors analy-
sis [1, 2] shows that spacial-time specifications and
color rendering parameters discrepancy leads to measur-
ing space deformation and measurement quality reduc-
tion of stereoscopic computer vision systems. Thus and
so before expluatation start it is required to pass next
steps for high quality stereo pair images formation:

e produce programmatic synchronisation of cam-
eras;

e produce cameras internal calibration to deter-
mine its specifications;

e produce cameras pair external calibration us-
ing shared coordinate system;

e produce cameras resulting images rectification
to set up mutual confirmity of camers apipolar lines;

e produce stereo channels color correction.

There is a wide-spread perception that brightness
difference and white color balance of stereo-channels
are not so significant for stereo-matching. However, by
authors opinion, different intensity of color components
distorts visual perception and significantly influence on
determination quality of space positioning parameters.

Steps of work listed above are relatively easy to im-
plement using traditional methods. Thus in example

web-cameras internal calibration can be performed us-
ing Matlab's Camera Calibration Toolbox [3] or with
help of OpenCV library [4]. But where are some un-
solved issues. So the complexity of the precision ad-
justment of the stereo system is connected with the lack
of a unified approach to the choice of methods for color
correction of cameras and their rectification. It adds
both perspective and relevance to the challenge and
requires new constructive solutions.

Objectives

To increase stereo system work quality next objec-
tives were defined: produce a comparative analysis of
known color correction methods quality indicators, pro-
pose a new method and working algorithms for joint
procedure of color correction and rectification of left
and right cameras video frames. Codebase for these
algorithms had should been written with Python lan-
guage and OpenCV library help. It was necessary to
present detailed results of stereo pair video color correc-
tion algorithms experimental studies. Performance
evaluation of the stereo system should been carried out
under laboratory conditions, and the reliability of the
data obtained should been verified by statistical analysis
of the data obtained.

Analysis of stereo pair cameras
color correction methods

Cameras stereo pairs color correction as well as
their spatial calibration, according to the authors, it is
advisable to carry out in two stages. First, it is necessary
to accurately set the white balance and fix the differ-
ences in the intensity of video sequences images color
components of each camera separately, and then carry
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out a joint adjustment of these parameters taking into
account the results of mutual rectification of the cam-
eras. Further, we consider this approach in more detail.

The main difficulties in performing color correc-
tion are due to local and global color discrepancies be-
tween cameras in the stereo pair [5]. A significant factor
is also the presence of glare on objects when observing
them from different angles. Such discrepancies are due
to the differences in the photosensitive arrays and light
filters of the stereo pair cameras, and their different po-
sition relative to the sources of the scene illumination.

Global color correction methods can be divided
into three main classes: histogram matching, global
color transfer u clustering method.

When classifying local images color correction
methods, it is appropriate to distinguish two main meth-
ods — block-based method and local color correction for
underwater stereo images.

Any of the above color correction methods re-
quires the addition of such processing with detection
and compensation algorithms for glare.

When using histogram matching techniques work
color correction algorithms generally reduces delamina-
tion images in RGB-space into individual components R,
G and B, followed by constructing histograms of the dis-
tribution of luminance pixels for the left and right views
of stereoscopic. Then a conversion function is formed for
one of the angles to obtain the minimum difference be-
tween these histograms for each color component.

Global color transfer methods are based on the syn-
thesis of a linear transformation function of the RGB color
space so that the target image has the same color tones as
the original image. In this case, the average values of the
pixels are calculated for each of the R, G, B channels for
the source and target images, and then using the shift, rota-
tion, and scaling matrices, the necessary joint transforma-
tion is performed on the three color channels.

Correction clustering method application is based
on the selection of key frames and carrying out prob-
abilistic clustering of pixels with the subsequent calcu-
lation of the color correction parameters and their inter-
polation in non-key frames. Similar principles are ap-
plied when building local color correction methods and
glare removal algorithms [5—17].

Unfortunately, described images color correction
methods, which have a number of undoubted advan-
tages, are distinguished by a large amount of computa-
tion and are unsuitable for working in real time. There-
fore, it is advisable to explore the possibilities of opti-
mizing the structure of such algorithms for creating
software that allows you to quickly and efficiently carry
out color correction of stereo camera pairs

The essence of the proposed method

To solve the problem of joint color correction of
stereo pair cameras, the authors proposed to use a
method based on determining the vertical and horizontal
parallax of the target mark image when combining im-
ages of the left and right cameras Ax and Ay . The re-

sulting image offsets Ay are also used for the stereopair

images rectification — bringing reference points to a
single epipolar line.

Then on the left and right images of the scene two
fragments of the same dimension are selected. Let's call
them «regions of interest» ROI. Based on the previously
obtained offsets Ax and Ay, digital convergence

(combination of pixel accuracy) of these fragments
(ROI left and ROI right) is performed. Next, the color
characteristics of the right channel are corrected relative
to the left one, which is selected as the reference.

Below is a more detailed description of this method,
as well as an algorithm synthesized on its basis, a
generalized block diagram of which is shown in Fig. 1.

LEFT CHANNEL

I
web-camera

Program interface

Combination and .
rectification Joint color |—
of images correction

i

]
_________ L —

web-camera | lL J‘_

' Color correction
DL T RCBesre ™" plock

—= Color filter |—| Binary image :

RIGHT CHANNEL
Fig. 1. The block diagram of algorithm for cameras color correction

When solving various problems of stereo compari-
son (for example, measuring the distance and building
maps of the depth of the scene), it is common to use
reference points that have certain distinctive features
(brightness, color, etc.). The authors believe that the
most stable and little sensitive to changes in the illumi-
nation of the scene is the target label of a saturated color
(in our case red). It is fixed on a special screen. There-

fore, for reliable detection of the scene target in the
frame used the method of its selection on color basis.

We will assume that the shooting of a scene with a
target mark placed on it, is made by a stereo pair, previ-
ously calibrated by the standard method.

Received signals from webcams are a sequence of
images presented in the RGB color space. Due to the
high variability of the scene illumination, preliminary
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color correction and white color balancing are usually
required independently for each camera. Color correc-
tion algorithm can be selected online in the program
interface menu.

RGB color space use is unproductive, since the de-
sired color areas search implies the analysis of all three
components R, G and B. Therefore, it is necessary to
switch to another color space.

To search objects in images by color and bright-
ness, as a rule, the HSV color space is used, where Hue,
Saturation and Value are the parameters that determine
hue, saturation and brightness. They are normalized as
follows:

e Hue—0-360°%

e Saturation — (0 — 100)%;

e Value — (0—100)%.

Therefore, the most important procedure after the
input and color correction of stereo channels video data
was to convert the RGB color space to the HSV space
using the corresponding OpenCV function:

Therefore, the most important procedure after the
input and color correction of stereo channels video data
was to convert the RGB color space to the HSV space
using the corresponding OpenCV function:

hsv=cv2.cvtColor (frame,cv2.COLOR BGR2HSV)

The quality of the detection is significantly af-
fected by the accuracy of components choice corre-
sponding to the color of the observed object under dif-
ferent lighting conditions of the scene. Any point on the
scale H defines a two-dimensional region with different
values of § and V. But for the selected value of H, the
target region in this two-dimensional space is more re-
liably determined by the condition: V > Vmin and S >
Smin, having Vmin, Smin — some constants. Therefore,
it is customary to choose the target range on the H scale,
indicating two values - Hmin and Hmax.

Note that the range of values for HSV parameters
for highlighting red color usually lies within

lower range = np.array([0,50,100]
up range = np.array([10,255,255]).

The procedure for selecting the operating range of
the HSV space parameters for the observed object is
best carried out interactively, depending on the current
lighting conditions and the color of the object itself.
This approach is implemented in the following algo-
rithm with the help of setting elements of the interface
(sliders).

For selection of the desired color (for example,
blue) components range was performed filtering (setting
the color mask) using the threshold function

mask color = cv2.inRange (hsv,
low range,up range).

After color filtering, the image of the frame is dis-
played in shades of gray (the range of brightness values
of pixels from 0 to 255). This procedure allows you to
reliably detect an object by its color, but it does not
completely suppress background noise containing simi-
lar color components. This difficulty can be easily over-
come by binarization with clipping on the brightness
threshold of the image filtered by color. To perform it
next function was used

mask color = cv2.threshold(mask color,p,
255,cv2.THRESH BINARY) [1]

Note the selection of the cutoff threshold for
brightness p in this function, it depends on the interfer-
ence level. It is desirable to install it interactively.

The next important step in building the algorithm
is to determine the coordinates of the target in the cur-
rent frames of the left and right cameras. When working
with binary images, the most productive way of this
solution is to calculate the moment invariants of such an
image, which allow to determine the coordinates with a
high degree of accuracy. Image moments are calculated
using the next function:

moments = cv2.moments (thresh,1).

The moments function returns an array of mo-
ments up to the third order. However, to calculate the
coordinates of the object center, only moments of the
first order m01 and m10 as well as a moment of zero
order m00 are required. They are defined as follows:

dM01 moments|['m01'],
dM10 moments['ml0'],
dArea = moments|['m00'].

Moment m00 is the number of all single pixels be-
longing to the selected object, and moments m01 and
m10 are the sum of the X and Y coordinates of these
pixels. To determine the coordinates of the center of the
observed object, it is necessary to perform the normali-
zation of these moments to the moment of zero order.

When carrying out this procedure, it is advisable to
perform an additional threshold operation that allows
you to filter out false objects, what possibility during the
operation of the color filtering is not excluded. In this
case, if there is a priori information about the size of the
observed object, it is possible to eliminate false objects
by the condition: if dArea > N, having N - the
number of single pixels of the moment m00.

In the following example, the program will only
respond to moments containing more than 50 pixels.

if dArea > 50:

x = int (dM10 / dArea),
y = int (dMO01l / dArea).

This example eliminates random red lights that
have a relatively small area in the frame.

After binarizing the images and determining the
coordinates of the target mark in the left and right chan-
nels, these images are combined using the direct overlay
method. The results of combining these images are cal-
culated values of horizontal and vertical offsets Ax and
Ay , which are used both for the rectification of stereo

pair images and for the digital convergence of allocated
ROI regions.

Color correction algorithms development
for individual cameras

As noted earlier, it is advisable to first adjust the
white color balance for each camera of the stereo pair
separately, and then adjust the results obtained for a pair
of cameras.

There are three main methods of white color bal-
ancing for digital cameras:

31



Advanced Information Systems. 2019. Vol. 3, No. 1

ISSN 2522-9052

e automatic balance leveling;

e installations for a standard lighting conditions set;

o arbitrary installations on the reference object.

Let us consider in more detail the implementation
of the basic algorithms for each of the listed methods.

«Gray _worldy _algorithm. The most popular
method of automatic color correction of images is the
method called «Gray World», since it is assumed that
the sum of all the colors in the image of a natural scene
gives gray color. When using this method in space, the
original image of I. is used with a dimension of

). Here

— source image and [, — destination image. Then

M x N in to three components (R G,.,B

src s Jsres Psre

src
the average brightness values of the pixels for each of
these components are calculated.:

1 1 M N 1 1
R =M_N§jZZ]Rsrc(xiayj)s G _MN

X

1MN

M N
x> 2 Gyre (xl-,y_,-); szM_NZZBsrc(xi’y.i) :

i=1 j=1 i=1 j=1
Having x; and y; are the current row and column

numbers of the source image /g, .

ized coefficient of average brightness MB (Medium
Brightness) of pixels is determined as follows:

MB=(R+G'+B")/3

Then, the general-

and scaling the pixels of the /. scene with the corre-

src
sponding coefficients to obtain Ry, Gy, By — com-

ponents of the output image /; :

Rys = Ry 'MB/R » Ggt =G,

src

Bs = B 'MB/B .

-MBJG,

After adjustment, these components are combined
into a color image [/, that can be easily compared

with the source image /..

ity, images of the difference between the output and
initial brightness of all pixels are used for the corre-
sponding color components obtained as a result of con-
version:

AR =Ryy — Ry, AG=Gyy =G

N

visually. For additional clar-

res AB =By, —B

sre

«Perfect reflectory algorithm. 1t is based on the
assumption that the brightest areas of the image relate to
glare on surfaces, the model of reflection of which is
such that the color of the glare is equal to the color of
the illumination (dichromatic model). For such a model,

according to the three color components Ry,..,G,., B

sres

of the source image /

sre» it 1s necessary to determine

the maximum values of the pixels brightness R
G B

srcmax srcemax

srcmax > 2

After that, the brightness of the im-
age I, pixels is scaled according to the rule:

Rys = Ry 25 5/ Remax » Gast = Ggre '255/ Gyrema »

Bs = B '255/3

srcmax

The _contrast_algorithm_«autolevelsy is based on
the idea of stretching the intensity of the color compo-

nents R,.,Gg,.,B,. of the original image over the

entire range. For this, the maxima and minima of the

color components R Gtemax s Bstemax » Rstemin »
G B

stcmax ° stcmax
ing transformations are applied

Rdst = (Rsrc - Rsrcmin )'(255 _0)/(Rsrcmax - Rsrcmin ) ’
Gdst = (Gsrc - Gsrcmin )'(255 _0)/(Gsrcmax - Gsrcmin ) ’
Bdst = (Bsrc - Bsrcmin )'(255 _0)/(Bsrcmax - Bsrcmin ) .

Algorithm_for_improving the color_images con-
trast_«Equalizationy with the transition from RGB to
YUV color space. This is a color model in which the
color is represented as 3 components - brightness (¥)
and two color difference (U and V). In the YUV image,
only the brightness component (Y) is subjected to
equalization using OpenCV library function:

img yuv([:,:,0] =
cv2.equalizeHist (img yuv([:,:,0]).

stcmax >
are determined, and then the follow-

Then the image is inversely converted from YUV
to RGB. The color balance remains unchanged, since
the color difference components U and ¥ have not been
transformed.

For clarity, we show an example of the the contrast
enhancement algorithm program code for a color image
synthesized in Python using the OpenCV functions:

import cv2

import numpy as np

img = cv2.imread('input.jpg')

img yuv =
cv2.cvtColor (img, cv2.COLOR BGR2YUV)

# equalize the histogram of the Y channel
img yuv([:,:,0] =
cv2.equalizeHist (img yuv[:,:,0])

# convert the YUV image back to RGB
img_output =
cv2.cvtColor (img yuv,cv2.COLOR _YUV2BGR)
cv2.imshow ('Color input image', img)
cv2.imshow ('Histogram equalized',img output)
cv2.waitKey (0)

There are other options for building such algo-
rithms. However, it should be emphasized that the
choice of a specific camera color correction algorithm
(or their combination) is due to the peculiarities of the
scene lighting. Therefore, it is advisable to provide the
possibility of an interactive algorithm change when cre-
ating the software for this task.

Algorithm of joint color correction
of stereo pair cameras

Next, we consider the operation of the algorithm
for joint color correction of scene images in the left and
right stereo channels (Fig. 2, 3).

After the images are rectified by shifting the image
of the right channel relative to the left channel by the
amount of vertical offset Ay , areas of interest are se-
lected (ROI left and ROI right). Note that the conver-
gence (exact alignment) of these images is based on the
horizontal offset Ax between the left and right channel
of the stereo pair.
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Color correction block
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Fig. 2. Block diagram of possible color correction algorithms for a separate stereo pair channel
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Fig. 3. White balance adjustment chart for web cameras of a stereo pair

It should be remembered that the size of the ROI
channels should adequately reflect the nature of the scene
light. But they cannot be chosen too large, since this will
lead to an unjustified increase in the computational com-
plexity of the algorithm. In our opinion, the optimal size of
ROI is the central fragment of an image of 100x100 pixels
with a frame format is 480x640. There is no doubt that the
ROI fragments should be selected interactively. The joint
color correction of the stereo pair cameras is performed
under the assumption that one of the images is taken as
basis (referenced image). In our case, ROI left is taken as
a standard for white color balance and image brightness.
The second image (ROI right) will be considered as de-
pendent, and the color components of the image will be
corrected relatively to the base one.

When mapping ROI, you can build histograms of
the distribution of the color components R, G and B for
visual comparison. However, it is clear that such an

approach is ineffective. It is much more productive to
evaluate and compare the numerical integral characteris-
tics of the individual color components ROI left and
ROI right. Therefore, in this algorithm, the total
brightness indices of the individual color components
for the left and right channels are calculated:

K L
RZ (RO[lefl ) = Z Z Rsycleﬁ (xka Yo ) 5

k=1/=1
K L
Gy (RO[leﬁ) = ZGsrcleﬁ (xk’yl) ;
k=11=l1
K L
By (ROlleﬁ ) =22 Barctei (x1-1)

bl
I\
~
N

having x; and y, — are rows and columns current num-
bers of the source image ROI,.
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Indicators Ry (ROI leﬁ) , Gs (ROI left) and

By (ROI,eﬁ) are similarly calculated for the right

channel. Based on the information on the total bright-
ness of the color components of images ROI},; and

ROI

right » correction factors are calculated:

kg = Rs (ROIL, 4 )/Rz (ROL,ignt)
kG = Gs (ROl 1) [ Gs (ROL g1, ).

kg = By (ROl )/ Bs (RO, g ) -

The obtained coefficients kp,ks and kp are used

to adjust the white balance of the dependent image (in
our case, the right stereo channel) relative to the base
(left stereo channel). The color components R, G and B
are multiplied by these coefficients. Note that with suf-
ficiently accurate white color balancing, it is usually not
necessary to adjust the brightness in stereo channels.
Nevertheless, we consider the method of compen-
sating for differences in the integral brightness of the
left and right channels. For comfortable images percep-
tion when playing stereoscopic recording, it is necessary
to adjust the total brightness of the base image in the

region of interest Iy (ROI ,eﬁ) . It can be calculated us-

ing weights p according to formula:
Is (ROl ) = py R (ROLy )+

+p Gy (ROIyg )+ ps - By (ROIy, ).
The coefficients p are determined by the physiological
properties of the human eye [18] and are taken equal to:
p =0.2126; p, =0.7152; p3; =0.0722.

Here is a detailed record of the formula for calcu-
lating the integral brightness of the base (left) channel:

K L
[Z (C) =D 'ZZRsrcleﬁ (xk’yé)+p2 X
k=1(=1

K L
XZZ srcleft xk yé +p3e ZZBsrcleﬁ(xk yé)
k=1/=1 k=1/=1
Similarly, the indicator of the total brightness
Is (RO[,l-gh,) is calculated for the right (dependent)

channel. But to achieve in stereo channels the full bal-
ance of the total brightness, it is necessary to adjust the
indicators obtained for this channel using the correction
factors kp,kg and kp obtained earlier.

. K L
Iy (RO[[e_ﬁ) ={pl 'ZZRsrcrighl (xk’yf)]'kR +
(=1

k=1
oo
k

K L
+(p3'ZZBsrcnghl Xk yZ)J'kB'

[\/]a

L
Z Gore right xk Ve )J kg +
(=1

Il
—_

k=1(=1

Thus, it is possible to correct the relative deviation
of the channels total brightness after adjusting the white
color balance.

Quantitative assessment of the used
algorithms effectiveness

You can use different criteria to describe the degree

of compliance of the source /. and the resulting 1,

images transformations.
We believe that in our case it is appropriate to cal-
culate the dispersion indicators for each color component:

| M N 2
MSER =3 " (R (3323 ) = Rase (3303 ))
i L

i=l j=

S
=

MSEg = MLNZ )3 (Gm- (xi’yj ) ~ Gyt (xi’yj ))2 .

=1

M N 2
MSEp =—— ZZ( m(xi’yj)_Bdsf(xi’y./)) '
1

ll/

—_

—_
~.

Dispersion of information parameters is not the only
criterion for assessing the degree of difference between
two images or their color components. For this purpose, it
is possible to successfully use the linear norm of difference
(the normalized sum of the modules of two images corre-
sponding pixels brightness values differences). This data is
used to evaluate the effectiveness of the algorithms.

But most clearly, the color components change de-
gree is characterized by pair wise represented histo-
grams of pixel brightness distribution. Such visual data
successfully complements digital quality indicators.

Laboratory stand and program
for stereo vision problems research

The _composition_and_design of the stand. For the
joint color correction of a stereo pair consisting of two
web-cameras, a laboratory stand was used, the general
view of which is shown in Fig. 4, a. It includes a computer
with software, a stereo pair based on two identical web-
cameras with the possibility of connecting them to a com-
puter via USB ports, as well as a rectangular screen on a
tripod for mounting a special target mark. Design features
of the stereo pair are showed in more detail in Fig. 4, b.

When rigidly mounting cameras relative to each
other, it is possible to change the position of the stereo
pair in height and turn it to 360° around the vertical axis.
In addition, each camera can be rotated at a small angle
in the horizontal and vertical planes. But the main fea-
ture is the adjustment of the basic distance between the
cameras using a special control ruler. This ensures that
the base distance is set to within a fraction of a millime-
ter. With the help of such a stand, it is possible to suc-
cessfully solve a wide range of stereo vision problems —
to calibrate cameras, to perform the rectification of ste-
reo images, to perform color correction, etc.

Stereo_camera_color _correction_software. While
formulating the problem, the concept of the proposed
method, the structure of the algorithms for its implemen-
tation were discussed in some detail, and the choice of
means and methods of programming was justified. The
generalized structure of the software is shown in Fig. 1.
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Fig. 4. General view of the laboratory stand — a; stereo pair design — b

Python was chosen as programming language with
help OpenCV library resources usage. In this section we
will discuss the possibilities of the created software, the
most important element of which is the user interface.

It is displayed on Fig. 5. In essence, the program inter-
face is a specialized desktop program. Such interface
construction allows flexible interactive system configu-
ration.

7 StereoVision

N sam

Minimal Range HSV Left Channel

Choice work space: [ORIGINALLEFT — ~| L EFT CHANNEL color correction: [HonE -

Minimal Range HSV Right Channel
Hmin 126

S min 50

Maximal Range HSV Left Channel

V min 50

Maximal Range HSY Right Channel

Hmax 126

(] § max 126

i} V max 126

Fig. 5. General view of the program interface

Two windows of 640x480 pixels each are symmet-
rically arranged on the program's desktop, which corre-
sponds to the avi * format of the left and right channels
of the stereo system. In these windows, you can display
in the various combinations the input frames of the re-
ceived stereo stream, the results of video frame conver-
sions and the final results of processing. In addition,
there is a row of buttons and controls that allow you to
interactively configure the system to solve the desired
task in the shortest possible time on the desktop.

Let us consider their properties in more detail. In
the lower left corner of the interface there are four but-
tons: “Source”, “Record”, “Screenshot” and “Quit”.
By pressing the “Source” button, the data entry method
is selected — from the stereo pair webcams using
“online” mode or from a previously recorded file. The
second input method provides the possibility of multiple
repetition of video data processing using various algo-
rithms, which allows you to objectively evaluate and
compare the results of work in different ways.

When registering video data from webcams in the
application, it is possible to record a video stream of the

desired length by pressing the “Record” button. If fur-
ther replay is necessary in the program, this record
should be saved in the Python system folder. The re-
cording is saved as two files for left and right cameras
in avi* format. The file name displays the system time
of synchronous registration (for example, left cam 19-
01-31-12-59, right cam_19-01-31-12-59, which shows
the year, month, date and time a registration start with
an accuracy of one second).

Similarly, for analyzing the operation of channel
color correction algorithms by clicking the “Screen-
shot” button, two images of current frames in the png
format are saved in the system folder (left cam 19-01-
31-13-10.png and right cam 19-01-31-13-10.png). The
benefits of such option are evident from the example of
creating a series of chess field snapshots for performing
stereo pair calibration procedure. This requires a series
of 10-15 chessboard images in various angles for the
left and right channels. The technology of such shooting
is shown in Fig. 7.

To select the mode of work with video stream
frames, two drop-down menus are provided for each chan-
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nel in the upper part of the interface - “Choice work space”
and “Color correction”. Work with one of them is shown in
Fig. 6. The first menu allows you to display the view of the
ORIGINAL LEFT / RIGHT input sequences, BINARY
LEFT / RIGHT binary images obtained after color filter-
ing, the BINARY TOGETHER cumulative effect and
frame images after RESULT LEFT / RIGHT data process-
ing. The “Color correction” menu contains the algorithms
names for color correction of the corresponding stereo
channel — GRAY WORLD, AUTOLEVELS, PERFECT
REFLECTOR and EQUALISATION. Note that it is pos-
sible to use different color correction algorithms in the left
and right channels independently of each other.

But the most interesting is setting the parameters of
color filters to highlight objects of interest to us and assess
their position in the frame. To do this, use the settings of
the color filter, the results of which are displayed in the
selected window BINARY LEFT or BINARY RIGHT.

Sliders enable interactive selection of H, S and V parame-
ters desired range in the HSV color space in range
low range - up_range. However, the procedure for
selecting the HSV parameters to highlight the object of
interest to you is quite a laborious process, sometimes re-
quiring a long time. In Fig. 8 clearly shows what the result
of binarization looks like with clipping on the frames
brightness threshold after their color filtering and inaccu-
rately setting the desired range of HSV parameters. To
overcome this drawback, the program introduced a pre-
setting of HSV color filter parameters range. In the bottom
row of interface control elements, for each stereo channel,
a pair of “Color range min” and “Color range max”
buttons is provided, with which you open the standard
“Color” settings for setting color characteristics (Fig. 9).
After selecting the required color characteristics, pressing
the “Ok” button in this window will automatically adjust
the settings for the HSV interface parameters.

StereoVision

Minimal Range HSV Left Channel

Minimal Range HSV Right Channel

Hmin 126

S min 50

Maximal Range HSV Left Channel

V min 50

Maximal Range HSV Right Channel

Hmax 126

] S max 126

(] v max 126

Color range min Color range max

I I T

Fig. 6. Selecting the video viewing mode and processing results

Minimal Range HSV Right Channel

Minimal Range HSV Left Channel
Hmin 126

S min 50

V min 50

Maximal Range HSV Left Channel Maximal Range HSV Right Channel

Hmax 126

] S max 126
(] V max 126

Fig. 7. An example of using the “Screenshot” option in the stereo calibration task
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StereoVision
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max 255 (1 V max 126
e e I I e

Fig. 8. Example of color filter parameters manual adjustment
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eeeee

Add to Custom Colors

(—
Maximal Range HSV Left C Cancel

Amax T76

min 114

al Range HSY Right Channel

[0 max 215

] S max 126
(] V max 126

Fig. 9. Color Filter Preset Window

s max 255

max 255

N I I

After presetting the parameters of the color filter, it
is enough to make small adjustments to the position of
the color adjustment sliders for user.

Note that the program has user-friendly and intui-
tive interface that does not require special user skills.

Conducting experimental studies
and their main results

To assess the effectiveness of the proposed meth-
ods and algorithms for color correction of web cameras
stereo pair, experimental studies were conducted, which
can be divided into two main groups - analysis of algo-
rithms quality for color correction of a separate stereo
channel, and evaluation of algorithms quality used for
joint color correction.

With the help of a laboratory stand and software, a
stereoscopic shooting of a scene with a target mark on it
was carried out (see Fig. 8). In Fig. 10 the results of the

calculation of Ax and Ay offsets, due to the displace-

ment of the coordinates of the target mark in the left and
right frames are shown.

The combination of channels by direct overlay in-
creases visibility when evaluating Ax and Ay offests,

and advertise their values. This data is shown in the
window BINARY TOGETHER. From the numerical
data it is clear that the Ay offset equals 1 pixel. This

should be taken into account when rectifying channels.
Let us further consider the method for determining
the performance of color correction algorithms for indi-
vidual channels. It consists of three components:
e visual assessment of processing source image /..

quality. Unfortunately, it is often subjective and depends on
the quality of the experts' view. It does not always make it
possible to correctly distinguish the differences between the
output image and the source image visually.
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StereoVision

Choice work space: [ORIGNALLEFT  +| LEFT CHANNEL color correction: [none -
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Fig. 10. Target mark offsets Ax and Ay in the left and right channels

e histograms of source images are displayed as
solid curves, and histograms of output images are dot-
ted. It clearly shows how the ratio of bright and dark
pixels changes as a result of the action of the tested al-
gorithm (see Tables 1 — 5).

color correction scores.

For this, a special program block is used. It is
called “Algorithm Tester” and allows you to evaluate
the performance of left or right stereo channel color
correction algorithms using individual frames received
by the “Screenshot” command for the current conditions
of the scene's illumination.

As a generalized indicator of the efficiency of the
algorithms used, the authors proposed a statistical dis-

crepancy vector for the brightness oy of the original

Table I — Left camera. Processing method «Gray World»

source

image /.
call it as “Color Balance Vector”. It is presented in the
orthogonal three-dimensional RGB color space. The
color space in this case is usually represented in the
form of an RGB color cube, shown in Fig. 11. It is
known that the diagonal points of this cube, connecting
two opposite vertices with coordinates (0, 0, 0) and
(255, 255, 255), are called gray scale. They change their
shade from black to bright white. In this coordinate sys-

tem, the beginning of the vector oy is aligned with the

and the transformed /7, . Further we will

zero (black) point, its module is determined by the set of
dispersion indicators for each color component
MSER ,MSE; and MSEg used to describe the degree of

conformity of the original and resulting images.

Channel | Mean square 3;3?;?;?1
name | error (MSE)
ORGB
Blue
channel 15.98515 3.99814
Green
channel 12.70391 3.56425
Red chan-| = 3 53819 | 6.01982
nel

20000 - Pr—

15000

10000 -
4300 {

5000 -

|

120

'
plodo 150 200 250

8000

8003

4000

v
1EQ 200 250

Color balance vector oy = 8.05774
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Table 2 — Right camera. Processing method «Gray World»

Mean Standard
Channel deviati
name square error eviation
(MSE) ORGB
Blue 2.29687 1.51554
channel
Green 19.58033 | 4.42496
channel
Rednfl‘an' 19.93552 | 4.46492

17520 MI00q -

15020 1200U A
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10020 8200
7300 6000

3000

23204

' ' ' '
n kil rn ™0 00 TR0 4] i a0

16300 4
19900 4
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10000
aoco 4
#0040
4000
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n-

e

' '
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Color balance vector oy = 6.46627

Table 3 — Left camera. Processing method « Equalization»

o001 12000 -
25500
EQOO -

20200 4
Uy -
1na00 4
2000
10000
5000 4 2000 -
et
¢ a-

' ' ' '
o 50 130 150 200 250 Q =0 1co

Mean Standard
Channel deviati
name square error | deviation
(MSE) ORGB
Blue 5482341 | 7.40428
channel
Green
62.99173 7.93673
channel
Red chan- | = o6 16230 | 8.07232
nel
SO00

LD O

' ' ' ' ' '
152 200 250 o 50 100 152 200 250

Color balance vector oy = 13.52691

The formulas for calculating these variances are
given above. The magnitude of the module "color bal-
ance vector" is determined by the formula

oy =|MSEp + MSE + MSE

or by the sum of squared deviations (standard deviation
6r.G.p) as follows:

2 2 2

Oy =4/0Op +GG +CF .

If necessary, you can analyze the angular position
of the color balance vector oy by determining these

angles in relation to the magnitude of the vector to its
projections on the coordinate axes of the cube
(OR,06,0p )

The results of experimental studies are presented
below in the form of Tables 1-5, each of which contains
data on the analysis of the one of color correction algo-
rithms effectiveness. The source and transformed im-
ages, statistical processing data and histograms of the
brightness distribution of the three color components are
included in the table cells. Histograms of the input
(solid line) and output (dashed line) images are arranged
in pairs for each color component.
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Table 4 — Right camera. Processing method «Equalization»

- — Mean Standard
Channel .
name square error | deviation
(MSE) ORGB
Blue 77.15999 8.78407
channel
Green 85.27715 9.23456
channel
Red 83.63685 9.14532
channel
35000 ) 15000
H 12000 -
30000 : 13000
25000 i 10800 - 12000 4
i 8000 10000
FIMI0 A '
15000 | AONN - O
. G000
10000 - 4009 a0in
3001 2000 2000
0 J- 0

350 1] 50 100

T T
130 200 250 o

Color balance vector Gy = 15.6867

Table 5 — Processing method «Gray World»

Source

Green Channel

Mean Standard
Channel ..
name square error deviation
(MSE) ORGB
Blue chan- | 1011058 | 10.49345
nel
Green 7.71392 2.77739
channel
Red 82.72612 9.09539
channel

3000

1500
1000 doog;

500

Color balance vector oy = 14.161

This creates convenience for analysis. Also, ac-
cording to the results of statistical analysis, the module
of the color balance vector is calculated and entered into
the table oy .

Analysis of a particular of the investigated algo-
rithms and comparative analysis of their quality should
be carried out on the basis of an objective complex cri-

terion, which should take into account both the nature of
image changes visual perception and the variability of
histograms as a transformations result.

An equally important aspect of the analysis is the ac-
counting of statistical indicators. It is also necessary to
evaluate the module and the angular position of the color
balance vector o in orthogonal RGB color space.
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Fig. 11. Color balance vector in orthogonal RGB space

A comparative analysis of the four color correction
algorithms showed that each of them has both advan-
tages and disadvantages.

It should be noted that when processing the image
using the “Gray World” algorithm, a significant dis-
turbance of the color balance occurred (see Table 1).
This means that such an algorithm is not effective under
all conditions of scene lighting.

The example given in Table 5 shows that under
certain conditions it is quite applicable and sufficiently
effective. For convenience of analysis, the data on the
magnitude of the modulus of the color balance vector
oy are tabulated.

Table 6 — Color balance vector oy

Processing method Color balance vector oy
Gray World 14.928
Perfect Reflector 12.619
Autolevels 12.494
Equalization 17.985

It is clear that in the absence of noticeable irregu-
larities in the image of the white balance, the discrep-

ancy of the histograms of the original and processed
images is reduced, and in the limit becomes zero. There-
fore, a positive factor is the decrease in the modulus of
the color balance vector. According to the authors, the
use of the “Autolevels” and “Equalization" algorithms
is almost most preferable.

The latter is most effective at low levels of scene
illumination.

The described method for evaluating the effective-
ness of color correction is fully applicable to the joint
color balancing of stereopair cameras.

Conclusion

A new technique and color correction algorithms
for stereo pair webcams in binocular vision systems are
proposed. Experimentally analyzed the effectiveness of
their use.

The software in the Python language was created
using the resources of the OpenCV library, which al-
lows realizing the operation of these algorithms in real
time.

It is possible to adapt the program to various
changes in the lighting conditions of the scene. The use
of these results makes it possible to improve the quality
of operation of the binocular vision systems in solving
various problems of both stereo-visualization and ste-
reo-matching.
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Merton koJiipHOi Kopekuii web-kamep cTepeonapu Ta Horo npakTH4YHA peaJiianis
K. 0. leprauos, JI. O. Kpacuos, O. O. Yensnin, O. B. [TnaxorHuit

IIpeamer BUBYeHHs. Y CTaTTi 3alIpOITIOHOBAHO HOBI METOMM i 3aco0H KomipHOI Kopekuii web-kamep B cucremax crepe-
030pYy 3 METOIO MiJABUIIEHHS SIKOCTI iX poO0oTH. MeTOoI0 € NOPiBHIBHUIA aHaJli3 NOKA3HUKIB SKOCTI BIZIOMUX METO/IB KOPEKIIiT
KOJIbOPY 1 po3p0o0Ka HOBOI METOAHMKH 1 pOOOUYHX aJrOPUTMIB CIIUIBHOI NPOLIEAYPH KONipHOI Kopekuii Ta pexktudikauii peii-
MiB BiZICONOTOKY JIiBOI 1 IpaBoi kamep. 3aBaaHHsA. CTaBUIOCS 3aBIaHHA NIPOBECTH TEOPETHYHUH aHAIII3 TOKAa3HUKIB SKOCTI
BiZIOMHX aJIFOPUTMIB KOPEKLil KOJIbOPY, PO3pOOUTH HOBI poOOUl alroOpuTMHM, IPOrpaMHi KOJAM LIUX aJTOPHTMIB HAIMCATH Ha
MoBi Python ¢ Bukopucranuam HeoOxinHux ¢ynkuiit OpenCV. IIpoBecTn excriepuMeHTaIbHI JOCIIDKCHHS [IUX alIrOPUTMIB.
OuiHnTH e)eKTUBHICT POOOTH CTEPEOCUCTEMH B JIAOOPATOPHUX YMOBAX, a JOCTOBIPHICTh OTPUMAHHX PE3YJbTaTiB MepeBipu-
TH METOJAaMM CTaTUCTHYHOIO aHallizy. BMKopHcTOBYBaHi MeTOQM: NOPIBHUIBHMI aHai3 BiZIOMHX METOJIB i aIropuTMiB
LUIAXOM CTaTHCTUYHOTO MOJIENIOBAHHS, CHHTE3 HOBUX aJTOPUTMIB i OLiHKA e(eKTUBHOCTI IX poOOTH LUIIXOM IPOBEICHHS
11a00paTOpHUX HAaTYpHHUX BUIPoOyBaHb. OTpHMaHi pe3yabTaTH: NPOBEACHO INMOPIBHAIbHUI aHAIi3 edeKTHBHOCTI poboTn
BiZIOMHX METOAIB KOJIPHOI KOpEeKLii kKaMep CTepeocuCTeMH, 3aIpOIIOHOBaHI HOBI OLIbII e)eKTHBHI aIrOpUTMU Ul BUpILIEH-
Hs 1bOro 3aBJaHHs. BucHoBku. HaykoBa HOBH3Ha OTPUMAaHHUX Pe3yJbTaTiB: CTBOPEHO HOBI aIrOPUTMH KOPEKLii KOJIIPHOTrO
Ganancy web-kamep, BUKOPHCTOBYBAaHHUX B CTEPEOCKOMIYHUX CHCTEMAX TEXHIYHOI'O 30pY, 110 BiPI3HIIOTHCSA BUCOKOIO TOYHI-
CTIO KOJIIPHOI KOPEKLIi i MpaItooTh B pealbHOMY MacIuTabi yacy 3 3acrocyBaHHAM (yHKuiil 6i6miorexn OpenCV B nporpam-
HoMY cepenosuii Python.

Kao4oBi ciaoBa: CTepeocKomiyHi CHCTEMH TEXHIYHOI'O 30py; KOJipHa KOPEKIis 300pakeHb BiJEOIOTOKY web-
KaMep CTePeOCHCTEMH; CIIIbHA peKTUdikais 1 KonipHUil GanaHC 1iBoi i paBoi Kamepu.

Merton nBeToBOii KOppekuuu web-kamep crepeonapbl M ero NpakTH4eckasi peajau3anus
K. IO. lepraues, JI. A. KpacHos, A. A. Yensinun, A. B. IlnaxorHslil

IIpeamer u3yuenusi. B crarbe npeiokeH HOBBIH METOJ| LIBETOBOH KOPpPEKIMHM web-KaMmep B CHCTEMax CTepeo3pe-
HUSL [UI HOBBILIEHUs KayecTBa MX padoTel. Ileblo sBIsSETCSA CONOCTaBUTEIbHBIM aHANIM3 MOKa3aTeNel KauyecTBa U3BECT-
HBIX METOJIOB KOPPEKLUH IBETa, pa3pad0oTKa HOBOIO METOAa U pabo4yMX alrOpUTMOB COBMECTHOH IPOLEYpHI IIBETOBOH
KOppeKUUH 1 pekTudukanuu GpeiiMoB BUAEONOTOKA JICBOH U 1paBoii kamep. 3aaauyn. CTaBuiiach 3a/1a4a IPOBECTH TEOpe-
TUYECKUH aHaIN3 I0oKa3aTeslel KauecTBa U3BECTHBIX METOJOB U aJrOPUTMOB KOPPEKIHMH 1iBeTa, pa3paboTaTh HOBbIE pado-
YK€ aIrOPUTMBI, IPOrPaMMHBIE KOJbI 3TUX KOTOPBIX Hamucarh Ha si3bike Python ¢ ncnonb3oBanuem HeoOXoaUMbIX QyHK-
uuit OpenCV. [IpoBecTH 3KCIIEpUMEHTAIBHBIE MCCIEIOBAHUS 3TUX aIropUTMOB. OneHHTh 3()(HeKTHBHOCTE paboTHI CTe-
peocucTeMsl B 1a0OPaTOPHBIX YCIOBUAX, & JOCTOBEPHOCTh MOIYYEHHBIX PE3yJIbTaTOB MPOBEPUTH METOAAMHU CTaTHCTHYE-
ckoro aHanu3a. Mcmosib3yemMble METOIbI: CONOCTABUTEIIbHBII aHAIU3 W3BECTHBIX METOAOB M AITOPUTMOB IIyTE€M CTaTH-
CTHYECKOTO MOJICJIMPOBAHUS CUHTE3 HOBBIX aJIrOPUTMOB U OLCHKa 3 (EeKTUBHOCTH UX pabOThI ITyTeM NPOBEICHHUS J1abopa-
TOpHbIX HchbITaHui. IloJrydeHHbIe pe3yabTaThl: IIPOBEIEH CONOCTABUTENbHBIN aHAIU3 3 GEKTUBHOCTH PaOOTHl U3BECT-
HBIX METOJIOB 1BETOBOW KOPPEKIIMH KaMep CTePEOCUCTEMBI, NIPEIOKEH HOBbIH Ooiee 3 (HeKTUBHBIN METON Ui pelICHUS
9TOi 3anaun. BeiBoabl. Hay4yHas HOBH3HA NOJNYYEHHBIX PE3y/IbTAaTOB: CO3/laH HOBBIH METOJ KOPPEKLUH LBETOBOrO OaaH-
ca web-KkaMep, UCIOIb3YeMbIX B CTEPEOCKONNYECKUX CUCTEMaX TEXHHYECKOr'O 3PEHHUs, OTJIMYAIOLIMNCS BBICOKOH TOYHO-
CTBIO IIBETOBOH KOpPpPEKIMH U paboTaloT B peajbHOM MacuTabe BpeMeHHU ¢ npuMeHeHueM GyHkuuil 6ubnnorexu OpenCV
B IporpaMMHo# cpezne Python.

KawuyeBble Cl0Ba: CTEPEOCKONMYESCKHE CHCTEMbI TEXHHYECKOrO 3PCHHSI; [[BETOBAsI KOPPEKLUS H300paKCHUH BU-
JIeONOTOKa web-KaMep CTepeoCHCTEMBl; COBMECTHAs peKTH(HUKALKUS U LIBETOBOH OanaHC JIEBOI U NPaBOi Kamep.
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