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SEPARABLE PROGRAMMING METHOD FOR SOLVING MULTI-DIMENSIONAL

PROBLEMS OF OPTIMIZING THE PARAMETERS OF LASER INFORMATION
MEASUREMENT SYSTEMS

The solution of optimization problems of laser information-measuring systems and their information and measurement
channels, including functional elements for multiplicative signals, structures and technical parameters on a vector of quality
indicators presented in tactical-technical requirements using expenditure indicators, is one from the main components of the
theory of construction of such systems. Purpose of the article. Development of a universal method for solving
multidimensional problems of optimization of parameters of laser information-measuring systems, no matter how it
depends on the form of communication functions. The article discloses a separable programming method for optimizing
laser information-measuring systems. The developed method uses the existing methods of modern mathematical
programming with a separable representation of value and represents the optimum in analytical form, which allows it to
"link" individual blocks of optimization problems into a common (single) solution. The method solves such problems as:
multidimensionality, convergence of results, simplicity (universality), construction of exchange curves, and so on. It can be
applied to any optimization problem as one-functional and multifunctional LIMS as a whole, and their information and
measuring channels separately (including their functional elements). Analytical expressions for calculations are presented.

Keywords: optimization of parameters; cost; laser information measuring system; functional element; separable

programming; multidimensional task.

Introduction

Formulation of the problem. The solution of
optimization problems of laser information-measuring
systems (LIMS) and their information and measurement
channels, including functional elements for multiplicative
signals, structures and technical parameters on a vector of
quality indicators presented in tactical-technical
requirements using expenditure indicators, is one from
the main components of the theory of construction
(creation) of such systems. The results of solving the
general problem of optimizing LIMS can be obtained by
solving the following problems: system analysis, finding
links of the vector of LIMS quality indicators with a
vector of technical parameters, determining fuzziness,
changing consumption indicators, taking into account the
multidimensionality of tasks and so on.

Thus, the development of a method that will allow
us to find the optimal solution for the listed problems
(tasks) is an actual scientific task.

Analysis of literature. Known methods for
optimizing parameters are classified according to the
forms of expressions of the objective function and
communication functions into: direct search methods —
dichotomy, Fibonacci  numbers, etc.; linear
programming methods — simplex method, the method of
rotation of the matrix of coefficients, etc.; nonlinear
methods — convex programming — gradient methods of
the first and second orders, etc. [1 — 20]. Methods allow
you to find solutions to problems of mathematical
programming.

However, as a result of processing the statistics,
upon receipt of the mean square regression of fuzzy cost

per parameter, the forms of the communication
functions change, and, therefore, the methods of
mathematical programming in solving problems.
Purpose of the article. Development of a universal
method for solving multidimensional problems of
optimization of parameters of LIMS, no matter how it
depends on the form of communication functions.

Basic material

The main requirements that apply to methods that

allow solving multidimensional problems of
optimization of system parameters include the
following:

1) versatility;

2) simplifying the solution of large-scale

optimization problems;

3) the simplicity of the algorithm for solving
optimization problems;

4) the convergence of optimization results (short
time to solve optimization problems);

5) controllability of optimization results;

6) visibility (ease of checking convexity, or single-
mode and other qualities);

7) criticality assessment (dependence of the
optimum on constants and other factors);

8) ease of obtaining exchange curves [5].

In mathematics, the Wolf's method is well known,
which is universal, but at the same time, it also has
disadvantages in the linearization of all functions, which
leads to a significant decrease in the iteration step for
each parameter and an increase in the number of
iterations [2, 20]. If the functions are not linearized, then
nonlinear programming is possible, which will have the
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qualities of gradient methods and will be able to adapt
the step.

Most of the statements of optimization problems
for LIMS parameters contain the objective function in
terms of the main system indicator and the
communication function, which is usually the cost
(expenditure indicator). In this case, when there is a
fuzzy value indicator, it is advisable to linearize only the
communication function.

For a simplified solution of the problem of
optimizing LIMS parameters (obtaining in an analytical
form), it suffices to have a separable target function,
which can be turned into a separable function of the
same type. For example, when the accuracy criterion of
the measuring channel LIMS depends on the maximum
signal-to-noise ratio:

n
maxg(X (7)) =[] X: (%), (1)

i=l
where ¢(X(Y)) — signal to noise ratio; n — number of
parameters, X;(Y;) — "phase" parameter (PP), complex
monotonous function of the technical parameter Y; .
In (1) PP displays the influence of technical
parameters and functions of the settings, disturbances
and imperfections of the system on the signal-to-noise

ratio.

Communication function ¢(¥) can be of any kind,
because when linearizing the cost function C(Y) in

circumference Y, it always becomes separable:

(7)=Cy-C(¥) =

= Cy = 2 [Ci(Y9) = Ci(Xi)(¥; = Yig)] 20
i1

i.e.

Y[Ci(h)v]<C,. )

i=1

where C; — acceptable value;

n
C, = Cq = Y ICi(Yg)+ C(Tig)Yig 1.
i=l
The nonlinear programming problem (1), (2) can
also be complex. When replacing the technical
parameters on the "phase", the task becomes idle and is
solved in an analytical form.
The Lagrange function of problem (1), (2) can be
written as:

LX) =[] X: +[Cs =22 Ci(Xi0)X;] .

i=l i=1
We get the system of equations:

oL a
Vke[l,n] > —=—-AC(X4o)=0. 3
[1,n] X, X, i (Xko) A3)
Since the components of the objective function are
of the same type, the solution of the problem can be
reduced to the form:

a

S — 4
LC(Xgo) @

X
Since the equations are identical in the system of
equations (3), there is no need to solve it.
An indefinite factor can be obtained if (4) is
substituted into (2), to determine A u substitute in the
formula (4). Thus, we get:

a
Ci(Xko)———=C,
ACi(Xpo) ¢
na
A=—, 5
. (5)
C

e

X =—0— -
nCr(Xyo)

Thus, the result of determining the maximum
signal-to-noise ratio can be written in the form:

max g(X)=(C,/n)" [ T]Ct (Xeo).  (6)
k=1

At the same time, technical parameters can be
obtained from inverse functions:

Y =Y (X))

According to the result (6), the dependence of the
optimum on the ratio of the arithmetic average part to
the mid-geometric part is obtained. At the same time,
there is a slight increase in the complexity of the
solution algorithm depending on the size of the task
itself, etc.

In the same way, the problem of optimizing any
application can be solved [1 — 4].

Cost is undetermined with its variability. It is
reasonable to consider the cost in the period of its
stability.

Cost accounting in the optimization of the
parameters of the LIMS is a step to assess the quality of
the system. Therefore, the cost is best taken into account
based on marketing statistics.

Let us consider examples of optimization of the
LIMS method, which will show the ability of the
algorithm to stitch partial results of optimization of
parameters.

The variance of the measurement error of the
parameters of the LIMS (measuring channel) due to the
random noise component of the error for the
discriminators is [3, 4]:

AL? 1

2
G)\‘ = =
g (AN 2g

nl
= const HXI- (in)’
=t
where AA — aperture, range of uniqueness of the
estimation frame (discriminating discriminator); q —
ratio of signal power to noise [2]; X ;(¥};) — functions
of monotonic dependencies on technical parameters that
affect the j-th LIMS index.

The LIMS immunity operating in continuous mode
depends on the signal-to-noise ratio q, and in the case of
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an information digital system with m; orthogonal

signals, the probability of error can be written as:

q
Perr (average) = N -1 exp(_Tp -14),

where q, — signal-to-noise ratio at the transceiver
output, or inversely proportional to the signal-to-noise
power ratio (6):

1 < 1 _ 1 const
B Jmy =1 g, o .
v o ! 28 > X))
P permissible noise level =

The single-function (single-channel) systems with
the indicators (1) (2) should have the greatest noise
immunity or the greatest accuracy. Such indicators can
serve as a target function of many parameters
optimization problems. For them, the objective function
may be inverse to q:

nl
ming ! (X) = kl/ I,
J=

At the same time, the cost constraint of the
problem has a solution (7) and inversely proportional
result (8):

Ce1(X(p-1)

X' = ’ s (7)
AT Xip-1)
where p — iteration number optimum is:
nl |
k Hl CiXjp)
F(Xppm) =4 (X pp) =—— . ®
[Cr1(X(py)/ ni]™

If the constraints are non-linear, then the first
values of the vector of parameters and values of
functional elements (PE), which are the initial plan, are
substituted into the formula to obtain the vector of the
solution of the first iteration.

The process of iterations continues until optimal
solutions are obtained for the indicator, parameters and
cost of PE. In this case, unlike the Wolf's method, the
following happens:

1) using the separability of functions — solving a
simple problem of any size in an analytical form
immediately gives an idea of the nature of the optimum;

2) using a simple solution obtained in an analytical
form (as a formula) as an iterative solution — solves the
problem of multidimensionality;

3) if the communication function is linear, then
this is the final solution;

4) if the communication function is not linear, then
it can be estimated by the proximity criterion of
approximation (up to 10% of the initial function) for all
parameters:

i£0,2”Cl-'(Xl-)
Gi(X;)

where C/(X;) — second cost derivative;

5) for parameters that are in the region of
satisfying approximation, it is necessary to limit the
iteration step to the limit of this region.

The rule for stopping an iteration step can be the
decision accuracy criterion:

Xjp) = Xij(p-1) SOXj(p-1y »

where j — parameter number; p — is the number of the
iteration step; o =0,1, 1.e. 0,1=10% — relative accuracy

of the solution.

This solution has the following advantages over
the known methods of mathematical programming:

1) solving the problem of multidimensionality and
possible consideration of all parameters;

2) the simplicity of solving the problem according
to the conditional extremum, especially with a single
communication function — there is no need to solve a
system of nonlinear equations;

3) universality in relation to the form of the
objective function and any communication functions,
and with a complete set of unattached simpler tasks —
universality for different classes of objective functions;

4) the nature of the convexity (convexity) and the
effect only on the presence of extremum, which is
required;

5) using the value in numbers only in the iteration
procedure;

6) the solution (result) is obtained in the form of an
algorithm and optimum in an analytical form, the ability
to analyze in the region of satisfactory approximation,
which is important for stochastic programming for
determining confidence intervals;

7) technical parameters are sought in the form of
inverse functions of "phase" parameters;

8) the result of optimization obtained in analytical
form is worthy for efficiency analysis, including as an
"exchange curve" according to Gutkin L.S. [5];

9) a valid solution of the problem in parts, and then
stitching them together;

10) "exchange curves" make it possible to
objectively estimate the optimum structure of LIMS
(information and measurement channels), as well as
signals, if LIMS are optimized for the same
indicators [1].

Thus, in this example of optimization, the main
idea of the new method of mathematical programming
is laid, which eliminates the aforementioned previous
shortcomings of the existing methods, which are
indicated in the requirements for the method. This idea
uses a linear approximation of a complex separable link
function and the uniformity of the objective function.

In this case, the separability of the coupling
function is not necessary, because the linearization of
any constraint function leads to a linear, and hence, to a
separable approximation. And the separability of the
objective function is ensured by the monotonic
transformation of variables.

The next significant advantage of separable
programming is that it is possible in parts, as in block
programming, to distribute the tasks of programming
and then stitch their results together.
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We consider the optimization task of the LIMS
part, designed to combat noise (to increase the signal-to-
noise power ratio), to expand to take into account the
effect of measurement errors on the resulting error
measurement:

nl n2
F=min[kl HX]-+ZXI-2], )
j=1 i=I

at Cc(X)<¢y, (10)

where Kk =const; X,; — monotonic functions of

J

technical and parasitic parameters of the influence of
detunings, disturbances and non-ideals (the more they
are, the better); X; — errors due to the instability of the
standards (the smaller they are, the better for the
system).

The provision (cost) for the parameters of the first
component in (9) is separate from the allocations for the
parameters of the second component.

Therefore, there are two standard tasks: type (4)
(5); by type (9), (10) — the minimum of the second
component with restrictions on its allocations C; :

n2
min Y X7, (11)
i=1
at Con (X)) < Cao-
or
n2 I
D Ci(Xp)X; <Cpy,
i=l (12)

n2 I
Cpa=Cy _Z[Ci(XOi)_Ci (Xoi)XOi]

i=l1
The Lagrange function for problem (11), (12) has
the following form:

n2 n2
L, =ZX1'2 +2,[Cpa —ZC}Xz‘]-

i=1 i=1
From the condition:

&=2Xk—}hzc}€ =0,
0X},

we get the value:
X k= 7\42 C}( / 2 s
which we substitute in condition (12) to get the

value A, .

Then the second problem has an analytical solution
and an optimum, respectively:

n2

Xigry = CEz()_((r—l))cf()?i(r—l))/z[C{(Xi)]z , (13)

i=1

n2
Fy(Cpy)=Cpy Z[Ci'(Xi)]z :

i=1

(14)

Bridging the obtained solutions of two problems

(7), (8) and (13), (14) is possible by solving a sequential
simpler two-dimensional problem:

o3 = F(Cgp)+ F>(Cpa), .

(15)

The solution can be obtained by the Newton-
Raphson method as an iterative formula.

For example, it is possible to find the optimum of
the problem (9 — 11), at the already known optima of
two particular problems:

2
=i+@’ (16)
Cih B
at CE] +CE2 =CE, (17)

nl n2
where  A=n"'YCj; B=Y(C)*.
j=I i=l

The task is decoupled by one variable, for
example, by the substitution method. The solution is
based on the following conditions:

dF _o0.
dCr

in analytical form by Newton-Raphson method from the
equation:

where

Functions of the same type are achieved by
replacing task variables with “phase” parameters.

The proposed new separable programming method
also works well for the objective function, both as a
product of functions of the same type, and as an
addition with the corresponding monotonic variables.:

n n
ming =min [7 X;(Y;) = min[epongl-(Yl-)].
i=1 :
i=1
For example, assign:
Z;(X;) =g X;(Y}),
or
CI(XS) = Cl(eXle) .

Also, on the contrary, additions of functions to
entire functions can be represented as a product of
variable functions.

Thus, if there are different parts of the problem,
then it is possible to easily stitch the optimization
results. Moreover, the simplification of the objective
function leads to a monotonous complication of cost
constraints, which are taken into account when
calculating the derivatives of complex functions.

The mentioned features of the separable
programming method and obtaining these advantages, it
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is easy to adapt to almost any optimization problem for
single-function and multifunctional LIMS or their
information and measurement channels [1 — 4].

Conclusions

The proposed new separable programming method
solves such problems as: multidimensionality,
convergence of results, simplicity of constructing
exchange curves, etc. It has the following advantages:

1. The problem of multidimensionality affects only
in the first order (there is no need to solve a system of
equations of the same type, because an analytical
iterative solution is obtained by substitution into a
constraint).

2. The universality of the optimization algorithm
for arbitrary separable functions.

3. Fast finding of the iterative process, as in the
second order gradient method with the regulation of the
iteration step.

4. The solution is obtained in a general (analytical)
form, which makes it possible to immediately obtain
“exchange curves” and simplify the procedure for
system analysis of optimization results [5].

5. The analytical view of the solution and the
optimum allows you to immediately see and predict
which production and qualities of LIMS and their FE
should be developed further.

6. Convenience of the method for solving
multiparameter problems with separable functions of the
goal, where communication functions are allocations for
the system, since these allocations are always global
constraints.

7. Getting solutions to complex comparable block
programming problems is simpler [1 — 4], because they
are stitched together from solutions and optima of
simpler standard problems.

8. When obtaining the optimum, which is difficult
for analytical system analysis, its numerous efficiency
analysis is simpler and all the other advantages of the
method are retained.

9. The resulting solution algorithms are easy to
program on personal electronic computers.

10. The use of the method is also possible for
nonseparable objective functions if they are
decomposed into polynomial series of low orders.

But at the same time, the effectiveness of the
method decreases to the effectiveness of the Wolf'"s
method [6].

11. Unlike conventional design methods of LIMS
or other systems, where FE parameters are intuitively
assigned, it is proposed to use all possible marketing
statistics, which significantly optimizes the system.

12. Restrictions can be non-separable because they
are still linearized.
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Meton cemapafeTbHOI0 NPOrpaMyBaHHs J1JIsl BUPilIeHHs 6araToMipHuX 3a1a4
onTuMisanii mapamMerpis JazepHuX iHGopManiiiHO-BUMIPIOBAILHAX CHCTEM

I'. B. Anpomun, O. B. Konomiiies, A. M. Tkauos, B. B. ITocoxos

OCHOBHHUM 13 CKJIal0BUX Teopii noOynoBu (CTBOpEeHH:) na3epHUX iHopmauiiHo-BuMiproBanbHuX cucreM (JIIBC) €
pe3ynbTaT BUPIIIEHHs POOJIEeMHU OoNTUMI3alii cucTeMH i 11 pyHKIIOHAJIIBHUX €JIEMEHTIB Ha MHOXKHHI CTPYKTYpP, CUTHAJIB i
TEXHIYHMX MapaMeTpiB 3a BEKTOPOM IIOKa3HHUKIB $KOCTi, SKi NpEACTaBJICHI B TaKTHUKO-TEXHIYHMX BHMMOrax 3
BHUKODHCTAaHHSM BUTPATHUX IIOKAa3HUKIB. OTpUMaHHs pe3ynbTaTy BUpilleHHs npobiaemu onrtumiszauii JIIBC moxiauso 3a
paxXyHOK pilICHHA KOMIUIEKCY NpOOJIEM: CHCTEMHOIr0 aHaji3y Ta 3HAaXOJKEHHS 3B'SI3KiB BEKTOPY IIOKa3HHUKIB SKOCTI
CHCTEMH 3 BEKTOPDOM TEXHIYHMX IIapaMeTpiB; BU3HAUCHHS IPOOJIEM: HEUITKOCTi, 3MiHM BHUTPAaTHHX IOKa3HUKIB;
BpaxyBaHHA Npo0iaeMu 6araTOMipHOCTI 3a/1a4 sIK BUMOT'H JI0 a[JeKBaTHOCTI MareMaTH4Hoi i ¢iznunoi moxeni JIIBC romo.
ITpore, B uncenbHOMY psiy aJIFOPUTMIB, € BajKJIMBA JIaHKA, sKa 3HAYHOI MIpPOI0 BH3Ha4ae iX peanizauito i skicts. Lle —
BUOiIp HaliKpamoro MeToxy, L0 BUPIMINTH NepepaxoBaHi 3anadi (mpobiemu), AKi 3a3BU4ail GOPMYNIOIOTHCS y BUTJIALIL
MaTeMaTH4YHOr0 IporpaMmyBaHHs. binpmiicte nocraHoBouyHux 3ajnad ontumizauii JIIBC wmictare wninboBy QyHkuiro
TOJIOBHMM IIOKa3HUKOM CHCTEMH 1 QyHKLI0 3B'I3KY, siKa 3a3BHyail OyBae BapTicTio a00 BUTPATHUM IOKa3HUKOM. 32 YMOBH
HasSBHOCTI HEYITKOrO TNOKa3HMKa BapTOCTI, JOUIIBHO JiHeapidyBatu jiumie (yHKmito 3B's3Ky. Toxmi, mis crnpomieHoro
BHpimIeHHs (y aHATITHYHOMY BHJI) 3a/adi, JOCHTH MaTH cemnapabeiabHy IiIbOBY (QYHKIIIO, SIKYy MOKHA MEPETBOPHUTH Ha
cernapabenbHy OJHOTHIIHY (QYHKLIO. Y cTaTrTi OOIpyHTOBAaHO BUKOPHCTaHHS cenapalelbHOro NporpaMyBaHHS B OCHOBI
merony onrtumizanii JIIBC. Takuii MeTo] fa€e 3HaYHI epeBaru mnepej iCHylO4YMMH MaTeMaTHYHUMU METOJaMH Ta JJO3BOJISE
3IIMBAaTH Pe3yJIbTAaTH 3aJad ONTHUMi3alii cucreMu (CTPYKTypH, CUTHAIIB I TEXHIYHMX IapaMeTpiB), IO OTPHMAaHi Bix
PI3HUX YacTHH 3aBIaHb. [Ipy 1IbOMY, CHIPOIIEHHS LiNbOBOI (HYHKIIT IPU3BOAUTH 0 MOHOTOHHOI'O YCKJIaJHEHHS 00OMEXEHb
3a BapTICTIO, SIKI BPaXOBYIOTHCS NP PO3PAXYHKY MOXIJHMX BiJ CKiIagHuX (yHKIiH. MeTon, 10 MPONOHYEThCS, BUPILIYeE
Taki npobieMu: 6araTOMipHOCTI, 301KHOCTI pe3yibTaTiB, MPOCTOTH, MOOYJOBM KpUBUX OOMiHy Tomo. MeroJ MoXHa
3aCTOCOBYBATH JJIsl BHUPILIGHHsS 3ajad ONTHMIi3alii sk oXHO (yHKIiOHaJIBbHUX, Tak 1 Oarato ¢yHxuionamsHux JIIBC
(indopmaniiHUX 1 BUMIPIOBAJIIBHUX KaHANIB, a TAKOXK (YHKI[IOHAIBHUX €JICMEHTIB).

Kar4dosi cioBa: onruMisalis napamerpis, BapTicTs, J1a3epHa iHGpoOpMaLiHHO-BUMIpIOBaJIbHA CHCTEMA, (DYHKIIIOHAIBHUI
€JIEMEHT, cenapalesbHe MPOorpaMyBaHHs, OaraToBUMipHa 3a1aya.

Merton cenapaGebHOro NPOrpaMMHUPOBAHMSA JJIs1 PELICHHS MHOTOMEPHBIX 32124
ONTUMH3ALUH MAPAMETPOB JIA3€PHBIX l/ll-lq)OpMﬂl[l/lOl-ll-lO-l/BMepl/lTeJll)l-ll)lX CHCTEM

I'. B. Airemiun, A. B. KonomuiitieB, A. M. Tkaues, B. B. ITocoxos

OCHOBHBIM U3 COCTABJISIFOIIUX TEOPHH MOCTPOCHHS (CO3IaHMS) JIa3epHBIX WH(POPMAIMOHHO-U3MEPUTEIBHBIX CHCTEM
(JIMUC) sBusiercst pe3ynbTaT pelleHHs NpoOIeMbl ONTHMH3AallMM CHCTEMBI M €€ (YHKIHMOHAJIBHBIX DJJIEMEHTOB Ha
MHOXXECTBE CTPYKTYpP, CUTHQJIOB M TEXHUYECKUX IIapaMETPOB [0 BEKTOPY IIOKa3aTesled KauecTBa, KOTOpbIE IPEICTaBICHbI
B TaKTUKO-TEXHHYECKMX TPEeOOBaHUAX C HCIIONB30BAaHUEM 3aTpaTHBIX Nokaszareneil. [lomydyeHwe pesynprara pemieHus
npo6semsl onrumusanuu JINMC BO3MOXXHO 3a CYET pelleHHs] KOMIUIEKca Mpo0JieM: CHCTEMHOI'0 aHAJIN3a W HaXOXKIACHUS
CBs3eil BeKTOpa IIOKa3aTeled KadyecTBa CHCTEMBI C BEKTOPOM TEXHHUYECKHX IapaMeTpOB; ONpEIeNIeHUs IMpoldiiem:
HEYETKOCTH, W3MEHEHMs 3aTpaTHBIX I[IOKa3aTeliel; ydera mNpoOJieMbl MHOTOMEPHOCTH 3ajady, Kak TpeOoBaHUS K
aJleKBaTHOCTH MaTteMarnueckod u ¢puzmueckoid Mmonenu JIMMC u 1.1. OnHako, B MHOTOYHCICHHOM Psiie alllrOPUTMOB, €CTh
Ba)KHOE 3BEHO, KOTOPOE B 3HAYUTENHHOW CTENEHH ONpeJelsieT UX pealu3aldio M KadecTBO. DTO BHIOOP HAaMIYYIIETO
METO/Ia, PEeIIaloIIero MepeyrcieHHble 3a1aun (IPoOIeMbl), KOTOpbIe OOBIYHO (GOPMYIUPYIOTCS B BHJAE MaTeMaTHYECKOTO
MIpOrpaMMHpOBaHus. BonbmMHCTBO mocTaHOBOYHBIX 3anad ontumuzanuu JIMUC comepxar neneByro (QYHKIHIO 110
IJIABHOMY IIOKa3aTeNI0 CHCTEMBI M (PYHKIHIO CBSI3H, KOTOpasi OOBIYHO OBIBAET CTOMMOCTBIO WIIM PACXOTHBIM ITOKa3aTeJIeM.
[Ipu ycrmoBuM HanM4Hsi HEYETKOTO IOKa3aTelsi CTOMMOCTH, Lieiecoo0pa3Ho JINHeapru30BaTh JIMIIb (QYHKIUIO cBs3u. Toraa,
JUTSL YIPOIIEHHOr0 penieHus (B aHAJIMTHYECKOM BHJE) 3aJadd, JOCTATOYHO UMETh cenapadenbHyIo LelIeBYI (QYHKIUIO,
KOTOPYI0O MOXKHO IIPEBpaTUTh B cenapabelbHyl0 OJHOTHUIHYIO (QYHKIWIO. B crarbe 000CHOBaHO WCIIOJIB30BaHUE
cenapa0enpHOr0 HPOrpaMMHPOBaHUs B ocHOBe Merona onrtummsanuu JIMMC. Takoil Merox naeT 3HaYUTENbHBIE
[IpeUMylIecTBa Mepe] CYIECTBYIOUIMMU MAaTeMAaTHYECKUMH METOJaMU M II03BOJISIET CIIMBAaTh pE3yJabTaThl 3ajay
ONTHMHU3ALUU CUCTEMBI (CTPYKTYpHI, CHTHAJIOB U TEXHHYECKHX I1apaMeTpOB), MOIydYeHHbIE OT pa3HbIX 4YacTel 3axad. [Ipu
9TOM YIpOLIeHHE IeJeBol (QYHKIMHM NPUBOIUT K MOHOTOHHOMY OCIO)XHEHHUIO OTpaHUYEHHUH 110 CTOMMOCTH, KOTOpEIE
YUUTBIBAIOTCS TP pacueTe IPOU3BOAHBIX OT CIOXKHBIX (yHKIuil. [Ipeanmaraemblii MeTon pemiaeT NpoOJIeMbl
MHOTOMEPHOCTH, CXOJUMOCTH PE3yJIbTaTOB, IIPOCTOTHI, IIOCTPOCHUS KPUBBIX OOMEHA U T.J. MeTO MOXKHO NMPUMEHSTh IS
pelIeHus 3aja4 ONTUMU3AINH KaK OZHO(QYHKIMOHAIBHBIX, TaKk U MHOrodynkunonansHeix JIMMC (uHbOpMaMOHHBIX U
HW3MEPHUTEIbHBIX KaHAIOB, a TAK)Ke (PYHKIIMOHAIBHBIX JJIEMEHTOB).

KaoueBble ciioBa: ONTUMHU3AIMS IApaMETPOB, CTOMMOCTH, Ja3epHas HH(OpMAaIlOHHO-M3MEpUTEIIbHAs CHCTEMa,
(YHKIMOHAIBHBIHN 2JIEMEHT, cernapadebHoe IporpaMMHPOBaHIe, MHOTOMEpHAs 3a/1ay4a.
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