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ANALYSIS OF TECHNICAL CHARACTERISTICS OF THE NETWORK
WITH POSSIBILITY TO SELF-ORGANIZATION

At present, wireless technology is widely used in our everyday life and in military networks. In the sources, in the future,
their percentage will only increase, according to an the analysis conducted. In this article, the analysis of technical
characteristics and the classification of network routing protocols with the possibility of self-organization based on the
main features of the organization and the mechanisms of the operation of the protocols. These mechanisms include the
mechanism for updating route information, based on the method of storing route information, the topology of information
organization and the use of protocols specific resources. The authors of the famous scientific papers in which the
simulation was conducted do not fully describe the dependence of the influence of such criteria as the speed of the nodes,
change of the network area, change of the number nodes in the network, change of the number of hops to the addressee to
work routing protocols. The analysis of modern research directions in scientific editions and the tendencies of the
development of routing protocols, analysis of routing protocols modeling data provided by the authors of the simulation
was conducted. While the review of the simulation results, a description of the behavior of the protocols in different
scenarios of modeling and commenting on the logic of the work of the protocols is carried out in accordance with the given
classification, which subsequently makes it possible to determine the appropriate features of the protocols in accordance
with the categories. Analysis of the advantages and disadvantages of network routing protocols with the ability to self-
organization when changing the following criteria affecting the operation of protocols such as change the number of nodes
in the network with the possibility of self-organization, the operation of protocols depending on the intensity of change in
topology (speed of nodes), change the size of the area the network, which in turn also affects the number of nodes that
redirect packets for delivery to the addressee. The dependence of the routing protocols on the use of higher level TCP and
UDP protocols was also analyzed, where the coefficient of delivery of packets from the source to the addressee was
analyzed. The main advantages and disadvantages of the main routing protocols of networks with possible self-organization
that were considered by the authors of scientific works in modeling, such as AODV, DSDV, OLSR, and DSR, are
highlighted. The definition of the actual and perspective direction of scientific work in further researches was conducted.

Keywords: networks with possible self-organization; Ad hoc; radio network; wireless network; multi-hop; base station;
multicast; traffic; decentralized networks; special wireless network; intelligent mobile nodes; real-time mode; classification

of routing protocols.

Introduction

At present, wireless technology is widely used in
our everyday life and in military networks. As the
analysis in the sources [1-31] suggests, in the future,
their percentage will only increase. This feature
determines the relevance of this direction for conducting
scientific research.

In our time, work is underway on the introduction
of data transmission systems using networks with the
ability to self-organization (Ad Hoc Networks).

The main task of networks with the ability to self-
organization are:

- building a network-based infrastructure failure;

-an increase of efficiency of use of radio
frequency resource;

- ensuring adaptation of networks to external
factors;

- reduction of the cost of deployment and operation
of the network in comparison with the classical
principles of construction.

The analysis of recent publications [9, 19, 28, 30,
31] indicates that current research is being carried out to
improve the routing protocols of Ad-hoc networks,
which are further implemented in modern data
transmission technologies.

A decentralized network with the ability to self-
organizing consists of routers and mobile devices that
are interconnected and simultaneously serve both the
client and the router.

In the classic version of the construction of
wireless networks, all customers are connected to the
router and data transfer occurs only through it. In a
decentralized network, each of these devices can move
in different directions, with the result of the move to
break and establish new connections with neighboring
devices (hosts) [19].

In the well-known publications [9, 19, 28, 30, 31]
analysis of the technical characteristics of routing
protocols was conducted, however, this analysis is
superficial and requires deepening and improvement in
the part describing the effects of individual indicators on
the efficiency of communication networks with the
possibility of self-organization.

Therefore, the purpose of this article is to analyze
the characteristics of the routing protocols of ad hoc
networks.

Presentation of the main material

Ad hoc wireless network (WANET) is a wireless
decentralized network that does not require a pre-
existing infrastructure, nor does it have a permanent
structure where the client devices (node) are equivalent
and dynamically interconnect themselves, forming a
network. Each of these devices participates in routing
by forwarding information to the destination via other
devices. In this case, determining which device to
transmit information is determined by the network
connectivity. A special wireless network consists of a
multitude of mobile hosts (hosts) that are connected
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wirelessly. The network topology in such a network can
constantly change unpredictably and by chance [19].

Routing protocols that determine the transmission
paths from the source node to the destination node used
in traditional wired networks cannot be directly applied
in special wireless networks, which are characterized by
features such as [1, 6, 8, 9]:

- high dynamics of change of topology;

-an absence of the established centralized
administration infrastructure (base station or access
point);

- the limited bandwidth of wireless communications;

-an occurrence of false packets during
broadcasting by a radio channel,

- limited power supply;

- the effect of intentional obstacles and other
negative factors.

Taking into account the above, you can define the
following requirements for routing protocols [1, 8, 9]:

- a short time of construction of the route in the
conditions of high dynamics of change of network
topology;

- high reliability of delivery of packages provided
a constant change of interconnection;

- the minimum amount of official information
transmitted on the network;

- ability to quickly detect and restore broken links;

- Detection and prevention of routing loops;

- Support of high scalability of the network with
preservation of the given parameters;

- maintain quality of service (Quality of Service).

Fig. 1 shows the classification of routing protocols
used in communication networks with the ability to self-
organize [1, 6, 9].

Routing protocols can be divided into three main
categories such as proactive (tabular) is a protocol that
stores information about the routes of the entire network
as a rule in tabular form and periodically exchanges
information (tables) about all known routes usually
throughout the network. Each time a node requests a
packet transmission to the destination, it performs an
appropriate path search algorithm and topology
information in the data tables. Proactive protocols
include DSDV (Destination-Sequenced Distance-Vector
Routing Protocol), WRP (Wireless Routing Protocol),

CGSR (Cluster-Head Gateway Switch Routing
Protocol), STAR (Source-Tree Adaptive Routing
Protocol), OLSR (Optimized Link State Routing
Protocol), FIS (Fisheye State Routing Protocol), HSR
(Hierarchical State Routing Protocol), GSR (Global
State Routing Protocol).

The advantages of these protocols are a low
latency of the route definition, the constant relevance of
route information, which is effective at low dynamics of
changing the network topology, a relatively small
amount of service traffic at a significant load on the
network.

Disadvantages can be taken away: High bandwidth
requirements for high-dynamic networks, low
scalability, and high memory requirements require some
time to climb the network before data transfer

[1,2,6,8,9].
Reactive (up-to-date) protocols that do not support
network topology information, these protocols

occasionally do not exchange routing information; they
get information about the path to the destination when
needed, ie upon request, using the connection setup
process. Reactive protocols include DSR (Dynamic
Source Routing Protocol), AODV (Ad-hoc on-demand
distance routing protocol), ABR (Associative-Based
Routing Protocol), SSA (Signal Stability-Based
Adaptive Routing Protocol), FORP (Flow Oriented
Routing Protocol), Preferred Link-Based Routing
(PLBR).

The advantages of these protocols are a small
amount of service information with low data transfer
activity and a low memory requirement (usually only
cache memory is used).

The disadvantages include a high delay in the
route setup process and low scalability [1, 2, 6, 8, 9].

Hybrid routing protocols combine the best of
proactive and reactive protocols. For example, nodes at
a certain distance from the corresponding node or within
a particular geographic region are in the routing zone of
the node. For routing in this zone, a tabular approach is
used. For nodes located in this zone, the approach to the
request is used: Hybrid protocols include CEDAR
(Core-Extraction Distributed Ad Hoc Routing), ZRP
(Zone routing protocol), ZHLS (Zone-Based
Hierarchical Link State Routing Protocol).
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Fig. 1. Classification of routing protocols for ad hoc networks [1, 6, 9]
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The advantages of hybrid routing protocols are
quick connection setup, less overhead than table and jet
protocols.

The disadvantages of these protocols are high
requirements for storing and processing information
about routes in comparison with reactive protocols [1, 2,
6,8,9].

Classification of routing protocols based on timely
saves information of a route that is temporarily stored
on a node because ad-hoc networks are very dynamic
and data breaks are much more frequent than wired
networks, the use of time information that determines
the duration of wireless connections and the duration
work of the chosen paths. Protocols falling into this
category can be divided into two types [1, 6, 9]. Ad-hoc
wireless networks by a mechanism for updating
information:

Protocols that use pre-assembled and processed
route information to the destination are generally used
by the routing table. These protocols include DSDV,
WRP, AODV, STAR (Source-Tree Adaptive Routing
Protocol), DSR, FSR, HSR, GSR [1, 2, 6, 8, 9].

Protocols with a prediction of route identification.
Protocols belonging to this category use information
about the expected future status of wireless connections
for routine routing decisions. In addition to the duration
of wireless connections, information about the future
status also includes information on the duration of the
site, prediction of the location and prediction of the
availability of the communication channel, etc. The
forecasting protocols include FORP, RABR, LBR [1, 6,
9].

The advantages of protocols with a prediction of
protocol routing are high adaptability of protocols to
high-dynamic topology changes, QoS support.

The disadvantages of protocols with a prediction
of a route determination are dependence on the
infrastructure, which protocols are additionally used to
search for the shortest route such as GPS, etc., which, in
the absence of this infrastructure, affects the efficiency
of the protocol, a high cost of the computing resource.

Protocols based on topology routing. For example,
the hierarchical topology is used on the Internet, which
reduces the amount of information and load of the core-
level routers. In ad-hoc networks, as a rule, in
comparison with the networks used for transmitting a
signal using a wired signal transmission environment,
there is a smaller number of nodes, and a flat and
hierarchical topology is used for routing [1, 6, 9].

Protocols of Route Plane Topology. Protocols
falling under this category use the schema of flat
addresses, similar to the scheme used in LANs of the
IEEE 802.3 standard [31]. It involves the presence of a
global unique addressing mechanism for nodes in the
Ad-hoc wireless network. These protocols include DSR,
AODV, ABR, SSA, FORP, PLBR [1, 6, 9].

Hierarchical topology routing protocols use the
logical hierarchy in the network and the associated
addressing scheme. The hierarchy can be based on
geographic information, or it can be based on hop
distance. Protocols of this category include CGSR, FSR,
HSR.

The advantages of hierarchical topology routing
protocols include: reducing the size of routing tables,
improving scalability and reducing service traffic.

The disadvantages of routing protocols in the
hierarchical topology include high consumption of
computing resources.

Protocols based on the use of specific resources
such as PAR (Power-Aware Routing Protocol), LAR
(Location-Aided Routing Protocol), OLSR and PLBR
[1,6,9].

Routing protocols that build a route based on the
power of the signal with a minimum level of radiation
power or minimize the use of the battery of the site.
This category of routing protocols aims to minimize the
consumption of a very important resource in wireless
ad-hoc networks, namely the power of the battery.
Routing decisions are based on minimizing energy
consumption both locally and globally over the network.
Protocols in this category are PAR. To determine the
route in the protocols of this category, the following
indicators can be taken into account [1, 6, 9]:

- minimum energy consumption per package. This
indicator includes several nodes from the source to the
destination, to achieve even energy consumption
throughout the network;

- the maximum connection to the network, to
balance the traffic load, this difficult to achieve due to
the mobility of nodes;

- the minimum difference in power levels of
nodes, for load distribution, energy consumption
remains equal between nodes, almost optimal
performance is ensured by routing the packet to the
least downloaded next hop;

- the minimum cost of a package, where the cost
depends on the battery charge (for example, less energy
- more value) and uses it as a metric, it is easy to
calculate (available batteries), and this indicator
processes traffic on the network.

Protocols that build geographic data routes improve
routing efficiency and reduce overhead on control,
effectively using available geographic information.
Protocols of this category are LAR [1, 6, 9].

In the scientific paper [30] is given six scenarios
with simulation of routing protocols AODV, DSDV and
OLSR, according to the above-mentioned these
protocols belong to different classes of routing
protocols, which in turn will make it possible to
compare the effectiveness of approaches search route in
routing protocols data also before the simulation of the
included TCP and UDP protocols, which correspond to
the higher transport level of the OSI model.

In the first scenario of this work [30, p. 90-100]
the basis of a design by the example of the road from
two lanes where the speed on the front page for the units
moving speed of 28 meter per second in the second 33
meter per second speed as a result of the difference
should be observed as a result of increasing delays
increase the distance between objects and respectively,
to increase the number of relay packets for delivery to
the addressee. In the next step, the simulation speed of
objects change under first strip speed of objects is 28
meter per second, the second strip movement at a speed
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of 55 meter per second, which should create a more
frequent change of network topology.

And so let's look at the results obtained by the
author and try to draw the appropriate conclusions.

So, according to Table 1 [30], the author provides
such data delays based on the use of the transport
protocol TCP, a speed of 28 m / s of the first band and
33 m per second of the second lane.

Table 2 [30] also shows the delay in data
transmission taking into account the use of UDP
transport protocol, the speed of 28 m / s of the first band
and 33 meter per second of the second lane. Indicators
of the number of sent and received UDP transport

protocols (Table 3) [30] due to the peculiarities of their
work. It is in contrast to the TCP protocol, which, in the
case of failure to deliver or accept the mistake of
requesting it to be re-sent, non-delivered or accepted
segments with an error are simply deleted. This feature of
the UDP protocol demonstrates the effectiveness of
delivering packets from sender to destination.

After analyzing the data provided in the graphs
[30], the data rates of TCP and UDP higher-level
protocols with respect to time can be inferred for the
stability of the transmission of data from source to
destination at the frequency change of the network
topology (Table 4).

Table I — A time delay in data transmission using TCP transport protocol [30]

. Minimum Maximum Average .

Routing protocol delay value delay value delay value Initial delay Average value
AODV 0.0050919920 0.6537681730 0.1716732224 0.28866014 0.50010847
OLSR 0.0098262930 6.3630483810 0.1767772492 0.28858440 0.50025779
DSDV 0.0045719920 0.2477734980 0.1231930545 0.28865030 0.50019508

Table 2 — Time delay data rates when using the UDP transport protocol [30]
. Minimum Maximum Average o

Routing protocol delay value delay value delay value Initial delay Average value
AODV 0.027840518 47.185497177 0.8358558674 0.96577239 0.497221200
OLSR 0.012571992 13.178178803 0.8198667509 0.70803833 0.507178314
DSDV 0.012651992 5.984668514 0.9500924252 1.04989802 0.4983542355

Table 3 — The number of UDP packets sent and delivered [30]

Routing protocol Number of sent packages

The number of packets accepted

The ratio of delivered packages

AODV 12990 10356 80%
OLSR 12495 9202 74%
DSDV 13333 8887 67%
Table 4 — Percentage of data transmission stability time
Time of data transmission (sec), at different | Percentage of time without disturbing data transmission
Routingl rates of motion of the object (%) at different rates of motion of the object
protoco 33 m/s, TCP/UDP 55 m/s, TCP/UDP 33 m/s, TCP/UDP 55 m/s, TCP/UDP
DSDV 56/163 88/87 77/32 20/21
OLSR 44/47 35/52 82/80 68/53
AODV 32/4 28/10 87/98 75/91

Summarizing the analysis of the results of the first
scenario, we can conclude that in AD-HOC networks
with increasing dynamics of network topology change,
the AODV protocol shows a more reliable and stable
data transfer compared to DSDV and OLSR protocols.
AODV routing protocol is less susceptible to topology
changes due to route search only if packet transfer is
required. But this protocol is inferior to the maximum
speed of data transmission and the delay time before the
data transfer in networks with low dynamics of
changing the network topology, this is achieved by the
fact that proactive protocols store the route table and, if
necessary, transmit the package does not search the
route to the addressee and directly take the route already
available from routing table.

In the publication S. Mohapatra and P.Kanungo
[31], the authors conduct modeling of routing protocols
of AD-HOC networks using the NS2 emulator. In this
paper, the authors studied the effect of three variables
such as node speeds, namely the speed of change of the
topology, which is demonstrated in the form of graphs
in Fig. 6-9, the size of the network area is shown in the
graphs in Fig. 10-13 and the number of nodes in AD-
HOC networks are shown in the graphs in Fig. 2-5. The
rest of the parameters in the simulation were unchanged.

The authors were given the following simulation
parameters [31]:

- routing protocols DSR, DSDV, AODV and
OLSR;

- simulation time for 150 second;
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- type of traffic CBR / UDR (Constant Bit Rate /
User-Defined Routing);

- package size 512 bytes;

- IEEE 802.11 Channel Level;

- number of nodes 10, 20, 30, 40, 50;

- network size m2 200, 400, 600, 800, 1000;

- delay time with. 0, 30, 90, 120, 150.

Fig. 2 [31] has the best performance with the DSR
protocol because this protocol does not periodically send
routing tables and does not send hello packets to
neighboring nodes. Somewhat worse results show DSDV
and the more heavy load of the channel is the official
information displayed by the protocols AODV and
OLSR. In Fig. 3 [32], as expected in accordance with
previous modeling work, the AODV and DSR protocols
traditionally have a high packet delivery rate. DSDV
parameters are much worse than others due to the fact
that changing the topology of the network's proactive
protocol takes time to update routing on the nodes, which
is why in rather dynamic networks, packets are sent over
an outdated route. Such a mechanism is the reason for the
low packet delivery coefficient to the addressee. The
OLSR protocol, compared to AODV and DSR, has
slightly worse delivery rates for packets to the recipient,
although the routing table's basic principle is also
proactive. Unlike DSDV, the protocol OLSR periodically
exchanges routing tables has an addition on its armament
trigger partial routing table in case of changing the
topology or state of the site.
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Fig. 2. The ratio of official information to data,
depending on the number of nodes [31]
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Fig. 3. Coefficient of the delivered data from the source
to the addressee, depending on the number of nodes [32]

In the demonstrated result in Figure 4 [31], the
author points out a high delay in the DSDV protocol

with the number of nodes 10, according to my belief,
and taking into account the operation of the protocol,
this indicator is rather dubious as the routes in the
memory of the node are constantly present and the
transfer of packets is executed instantly. after being
found in memory, this method minimizes the latency of
the start of packet forwarding, as unlike reactive routing
protocols, there is no need to search the route.

The speed, depending on the number of punctures
AODV shows Fig. 5 [31] is the worst result that is
characteristic of him in connection with the need to
constantly search the route before sending a package
that increases the time delay and the amount of official
information. Traditionally higher data rates show
proactive DSDV and OLSR protocols.
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Fig. 4. The time of delivery of packages
from the source to the addressee,
depending on the number of nodes [31]
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Fig. 5. The speed of data transmission from source
to destination, depending on the number of nodes [31]

The first scenario of this work was designed to
expand the network by increasing the number of nodes
in the network.

The second scenario [31] focuses on the properties
of protocols for node mobility, the change in the delay
parameter from 0 to 150 seconds in increments of 30
seconds, in this case, for 150 seconds, this is a
practically constant and relatively unchanged network, 0
means constant movement of nodes.

With regard to the dependencies of routing
protocols on the speed of nodes in Fig. 6 [31], there is a
significant dependence of the AODV protocol where the
amount of service information increases at the speed of
the nodes, the DSR protocol shows the best indicators of
the ratio of service information to the data.
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Fig. 6. The ratio of official information to data,
depending on the time delay

Also, the AODV and DSR protocols have
traditionally shown (Fig. 7) [31] the highest percentage
of delivery of packets from source to destination, while
the DSDV protocol has a low packet delivery rate at
high node density, and this indicator is gradually
improving with decreasing nodal activity.
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Fig. 7. The amount of data delivered from the source
to the destination, depending on the mobility of nodes [31]
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Fig. 8. The time of delivery of the package from source to
destination, depending on node mobility [31]

The data is provided by the author of the time of
delivery of the package from source to destination,
depending on the mobility of the nodes presented in the
paper [31] in Fig. 8 are quite contradictory so
traditionally reactive protocols have a longer delivery
time and proactive protocols have a shorter delivery time
but with a delay of 120 seconds on the chart there is a
large decline in delivery time and a sharp 150 increase in
time. Judging by the logic, the diagram should look a
little different. So with the high intensity of the nodes

and, consequently, the frequent change in the topology of
the network, routing protocols have to respond more
often to these changes by looking for and calculating the
route to the addressee, which in turn increases the time
for delivery of the packet from the source to the
addressee. The time for delivery of the packet will
decrease with a decrease in the intensity of the change in
the network topology by spending less time and resources
on the route search. These changes should especially
affect the proactive routing protocols. So, unlike
proactive routing protocols, the delivery time of packets
should be slightly higher than the proactive ones and,
accordingly, the impact curve of node mobility should be
more moderate, since, in fact, reactive protocols are
searched for each route before each packet is transmitted.

So in view of the above, the diagram of the
dependence of the data transfer rate in relation to the
mobility of objects should look like (Fig. 9) [31]. In this
case, with a decrease in the mobility of objects, the
speed should increase.

3500
3000 |4
2500 \.——- 5 = \
2000 \ e AODV
=== OLSR
1500 e DSDV
DSR
1000
500
0
0 30 90 120 150

Fig. 9. The speed of data transmission from source
to destination, depending on the mobility of nodes

The next stage of the modeling [31] the author
changes the 200x200 network size factor: 400x400,
600x600, 800x800 and 1000x1000 meters. In this
simulation, with each step increasing the size of the
network, the number of intermediate packets transfers
from the source to the destination increases, which in
turn should increase the route search time and the time
the packets are transmitted to the destination.

Analyzing the results of the simulation where the
variable coefficient is the size of the network. You can
observe completely predictable properties of protocols.
Thus, in Fig. 10 [31], DSR and AODV protocols
traditionally have OLSR and DSDV protocols with a
significantly higher traffic factor due to the need to find a
route to the destination before sending the packet. In Fig.
11 [31], it is observed that the AODV and DSR protocols
show substantially similar high packet delivery rates to
the destination and the worst performance in the OLSR
protocol and the lowest DSDV indicator may be due to
constraints The protocol, in particular, the maximum
range of the route cannot exceed 2 redirects.

On the diagram (Fig. 12) [31], the delivery time of
the packets to the destination, we see a faster
transmission time in the DSDV and OLSR protocols
ahead of the AODV and DSR, because there is no need
to pre-route the route before the package is sent.
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Fig. 10. The ratio of official information,
depending on the size of the network area
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Fig. 11. The rate of delivery of packages from the source
to the destination, depending on the size of the network area

Also, a similar situation is observed at speeds on
Fig. 13 [31] data transfers in DSDV and OLSR
protocols show a higher speed, unlike the AODV and
DSR protocols.

The main problems are related to the design of the
routing protocol and the different classifications of
routing protocols for ad-hoc wireless networks, which
should be addressed by a special wireless routing
protocol, there are node mobility, rapid topology
changes, limited bandwidth, hidden and detected
problems with the terminal, limited capacity the battery,
the properties of the channels in time, as well as the
dependence on the location. Different approaches that
can be used to classify protocols include a classification
based on the type of topology service approach used by
the routing topology, the use of temporal information,
and the type of specific use of resources considered for
decision-making purposes for routing.

Conclusion from this explosion

According to the results of the research, the The
study analyzed and conducted the classification of AD-
HOC network routing protocols, taking into account the
specifics of networks that can be used in special-
purpose networks and rescue services. These networks
have high dynamics in changing the network topology,
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Fig. 12. The time of delivery of packages from the source
to the addressee, depending on the size of the network area
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Fig. 13. The rate of data transmission from the source
to the destination, depending on the size of the network area

lack of infrastructure, the need for rapid deployment and
network convergence, the random change in the number
of nodes in the network, the possible impact of
interference and interception of information, all these
criteria significantly affect the operation of routing
protocols.

So the best adaptive properties to the above criteria
are the jet and hybrid routing protocols. Taking into
account the analysis of the modeling results and the
classification of the AD-HOC networks and, in
accordance with the tasks set forth in the further
research and development, it is advisable to pay
attention to DSR and AODV routing protocols with the
best packet delivery rates and better performance in
high-end networks.

In accordance with the foregoing, attention should
be paid to further research on routing protocols which
have inherent properties of adaptation to high dynamic
changes in network topology, reduced number of
transfer of service information to maintain network
operation, high packet delivery rates, but the available
routing protocols use one or several criteria to determine
the route and to increase the efficiency of routing
protocols in future scientific works pay attention go to
take into account more criteria for determining the route
in the routing protocols.
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AHaJIi3 TeXHiYHMX XapaKTePHCTHK MepesKi 3 MOKJIMBICTIO 10 caMoopraHizamii
O. JI. Hanamnko, A. B. IInmanpekuit

Ha renepimmHiii 9ac TexHouorii 6e3ApOoTOBUX MEpeX LIMPOKO BUKOPHCTOBYIOTHCS Y HALIOMY ITOBCSKICHHOMY JKHTTI Ta B
Meperkax BiHCBKOBOrO NpU3HAYCHHA. SIK CBIAYMTH NPOBEIEHUH B JUKEpeNlax aHajl3, B IIOJAJIBIIOMY iX BiJICOTKOBAa 4acTka Oyne
nuie 30ibiryBaTucs. B 1ilt craTTi npoBoauThCs aHai3 TEXHIYHMX XapaKTepUCTHK Ta Kiacudikallis MpoTOKONIB MappyTH3auii
MEpEIK 3 MOAUIMBICTIO CAMOOPraHi3allil 32 OCHOBHUMH OCOOJIMBOCTSIMH OpraHizallii Ta MeXaHi3MiB pOOOTH IPOTOKOIIB, TAKUMH 5K
MEXaHi3M OHOBJIEHHsI iH(popMalii MapipyTy, crocié 30epiraHus iHdopMawii MapupyTy, TOnonoris oprasisauii iHpopmawii Ta Ha
OCHOBI BHMKODHCTaHHsS IPOTOKOJIAMHM KOHKPETHHX pecypcCiB. ABTOpaMM BiJIOMHMX HAYKOBHUX Ipallb B SKHX IIPOBOJMIIOCS
MOJICITIOBAHHSI, TIPOBEEHO HEMOBHMIA OIMC 3aJISKHOCTI BIUIMBY TAKUX KPUTEPIiB 5K MIBUIKICTh PyXy BY3JIB, 3MiHa IUIOLI MEpexi,
3MiHa KUIBKOCTI BY3JIB B Mepexi, 3MiHa KUIBKOCTI IepecHIaeEMUX IMaKeTiB 710 agpecaTy Ha poOOTy MPOTOKOJIB MapIIpyTH3amil.
ITpoBezeHO aHaNi3 CydacHUX HANPSMKIB JOCHI/UKEHHS B HAYKOBUX BHIAHHSAX Ta TEHIEHLUi PO3BUTKY IIPOTOKOJIB MapIIpyTH3aLlil,
aHaJli3 JaHUX 3 MOJEJIOBAHHS IPOTOKOJIB MapLIpyTH3alli, sKi HajaHi aBropamu MozentoBaHHA. [l yac orisny pesynbTaTiB
MOJICITIOBaHHS IPOBOAMBCS OIMC MOBEIIHKM IPOTOKONIB Y PI3HUX CLIEHApisX MOJETIOBAHHSA Ta KOMEHTYBAHHS JIONKH poOOTH
IIPOTOKOJIIB BIJNOBIZHO 10 HAJIaHOI Ki1acuikallii, 10 B HOJAIBIIOMY Ha/IaJI0 MOAUINBICTh BU3HAUEHHS OCOOIMBOCTEH NPOTOKOIIIB Y
BIINOBIIHOCTI 110 KaTeropii. AHaji3 mepeBar Ta HEIONIKIB IIPOTOKOJIIB MapLIPyTH3aLii MepexX 3 MOAUIMBICTIO IO CAMOOpraHi3arii
IpY 3MiHI KpHUTepiiB, IO BIUIMBAIOTb Ha POOOTY IPOTOKONIB, TAKMX SK 3MiHA KUIBKOCTI BY3JiB B MEpEXi 3 MOXIIMBONO
caMoopraHizali€ero, podoTa IPOTOKOMIIB y 3aJIXKHOCTI Bijl IHTEHCHBHOCTI 3MiHH TOHOJIOTIT (IIBHAKOCTI IIEPEMIIIEeHHST BY3JIB), 3MiHH
po3Mipy 06J1acTi Mepexi, Ka B CBOIO Yepry TaKOX BIUIMBA€E HA KUIBKICTb BY3JiB, 10 IEPEHAIIPABIIAIOTH [TAKETH 3a IS JOCTaBKU JI0
azpecary. [IpoaHanizoBaHO TaKOXK 3aJIEXHICT POOOTH IPOTOKOJIIB MapIIPyTH3aLii {010 BUKOPUCTAHHS MPOTOKOJIB BUILIOIO PiBHS
TCP Ta UDP, 30kpemMa npoaHaiizoBaHO KoedillieHT 10CTaBKH MAKETIB BiJl JuKepesa o aapecary. BuaineHo ocHOBHI nepeBaru Ta
HEJIONiKM OCHOBHHX IIPOTOKOJIB MapLIpyTH3alLii Mepex 3 MOXIJIMBOK CaAMOOPraHi3ali€lo, sKi pO3IVIANaINCs aBTOpaMU HayKOBHX
npaip i3 Monemoanus, Takux sk AODV, DSDV, OLSR ta DSR. IIpoBeneHo BU3HAue€HHS aKTyaJbHOrO Ta HMEPCIEKTHBHOTO
HAaIpsIMKy HayKOBOi pOOOTHU B MOJAJIBIINX JOCII JUKEHHSIX.

KawuoBi ciaoBa: Mepexi 3 MoximBicTio camoopranizanii; Ad hoc; pamiomepexi; Ge3nporoBa mepexa; multi-hop;
6a3oBa craHuis; OararoaapecHuil Tpadik;, JELEHTpali30BaHl MEpexi; crenialibHi 0€31pOTOBI Mepexi; IHTeNeKTyalbHi MOOLIbHI
BY3JIM; PEKHM PEAILHOT0 Yacy; Kiacu(ikalis IPOTOKOJIIB MapIIPyTU3ALLi.

AHAJIN3 TEXHHYECKHX XapAKTEPUCTHK CETH ¢ BO3MOKHOCTHIO CAMOOPTaHN3ANHU
A. JI. Hanmamnka, A. B. [lunrankuit

B Hacrosiiee BpeMst TEXHOJIOTUM OECIIPOBOHBIX CETEH LIMPOKO UCHONIb3YIOTCS B HAIlICH MOBCEIHEBHON JKM3HH U B CETSX
BOGHHOr'0 Ha3HaueHHs. Kak cBUIeTeNnbCTBYeT IIPOBEACHHBIH B MCTOUHHUKAX aHAM3, B JalbHEHIIeM UX MPOLEHTHas 10 OyneT
TOJBKO YBEIMYMBATBhCA. B NaHOH cTaTbe NPOBOAMTCS AaHAIM3 TEXHMYECKHX XapaKTEPUCTUK M KIacCH(HUKAIMSA IPOTOKOJIOB
MapILIPYTU3ALMHU CETeH ¢ BO3MOXKHOCTBIO CAMOOPTIaHU3ALUK IO OCHOBHBIM OCOOCHHOCTSIM OPraHM3alMid U MEXaHU3MaM paboThl
IPOTOKOJIOB, TAKUX KAaK MEXaHW3M OOHOBIICHHA HMH(OpPMAalMK MapuipyTa, crocoba XpaHeHHs HH(opManuu Mapuipyra,
TOMOJIOTHsl OpPraHu3alMy MH(pOpManuy, a TaKkKe Ha OCHOBE MCIIOJIb30BAHMUS IIPOTOKOJIAMH KOHKPETHBIX PEcypcoB. ABTOpaMU
U3BECTHBIX HAYYHBIX TPYIOB IO MOJEIMPOBAHHUIO CETEH BO MHOIMX CIy4asX IPOBOJHMIIOCH HEIOIHOE OMHMCAHHE 3aBUCUMOCTHU
BIIMSIHUS TaKUX KPUTEPHEB KaK CKOPOCTb JIBIKEHMS Y3J10B, U3MEHEHHUE IUIOLIAAN CETH, N3MEHEHHE KOJIMYECTBA y3JIOB B CETH,
M3MEHEHHE KOJIMYECTBA IIEPEChUIOK IIAKETOB B ajpecaTy Ha paboTy NPOTOKOIOB Mapiupyru3auud. IIpoBeneH ananm3
COBPEMEHHBIX HAIPaBJICHUI MCCIIE/IOBAHUSA B HAYYHbBIX M3JAHUAX M TEHACHLMU Pa3BUTHUS IIPOTOKOJIOB MapIIPYTU3ALIU, aHATIN3
JIAHHBIX O MOJIEJIMPOBAaHUIO MIPOTOKOJIOB MAapLIPYTH3alMH, NPEIOCTABICHHBIX aBTOPaMM TPYAOB IO MozenupoBaHuto. Ilpu
aHaJIu3e Pe3yJIbTaTOB MOAEIUPOBAHUS IIPOBOAUTCS OMMCAHUE IIOBEACHNUS IPOTOKOJIOB B PA3JIMUHBIX CLIEHAPHAX MOJEIUPOBAHUS
1 KOMMEHTHPOBAHHE JIOTHUKU PabOThI IPOTOKOJIOB B COOTBETCTBUH C IIPEAOCTABICHHON Kilaccu(puKanuel, B 1anbHEHIIeM 1aeTcs
BO3MOJKHOCTB OIPEIEICHUS XapaKTePHbIX OCOOCHHOCTEH IPOTOKOJIOB B COOTBETCTBUH C KATErOPUAMH. AHAINU3 IPEUMYILECTB U
HEJJOCTAaTKOB POTOKOJIOB MAapLIPYTH3aLMK CETeH ¢ BO3MOXKHOCTBIO K CAMOOPTaHU3ALUHU IIPU U3MEHEHUH KPUTEPHEB, BIMAIOLINX
Ha paboTy HPOTOKOJOB, TAKMX KaK H3MEHCHHE KOJIMYECTBA Y3JI0B B CETH C BO3MOXKHOCTBIO CaMOOpraHm3aluu, pabora
MPOTOKOJIOB B 3aBUCHMOCTH OT MHTEHCUBHOCTU M3MEHEHHs TOIOJIOTMH (CKOPOCTH NEpPEeMELICHHs Y3J10B), U3MEHEHHE pa3Mepa
001acTH ceTH, KOTOpas B CBOIO Ouepellb TAKKE IOBJIMSET Ha KOJIMYECTBO Y3JIOB, NEPEHAIPABISAIOT MaKeTbl IS JOCTaBKH K
aznpecaty. IIpoaHanu3upoBaHa TaKKe 3aBHCHMOCTb PabOTHI HPOTOKOJIIOB MAapLIPYTH3allMM OT HCIIONB30BaHUS IHPOTOKOIOB
Beicirero yposHs TCP u UDP, rne paccMoTpeH KOI(QHIMEHT IOCTAaBKM HAaKeTOB OT HCTOYHMKA K ajpecaTy. BrlieneHs
OCHOBHBIC IIPEHMYIIECTBA M HEAOCTATKM YacTO HCIOJIb3YEMbIX IPOTOKONIOB MapIIPyTH3alMM CETeH ¢ BO3MOMKHOCTBIO
CaMOOpPraHHU3alluM, KOTOPbI€ PAacCMaTPUBAIMCh aBTOPAMU HAYYHBIX paboT MO MoeNupoBaHHIO, Takux kak AODV, DSDV,
OLSR u DSR. IIpoBeneHo ompeneneHue akTyalbHOrO M IEPCHEKTUBHOTO HAIpaBJICHHs HAay4dHOH pabOoThl B JanpHEHIINX
HCCIIEZIOBAHUSX.

KawueBblie ciioBa: ceTH ¢ BO3MOXKXHOCThIO camoopranm3anuy; Ad hoc; pamuocern; 6ecrnipoBoaHast cetTh; multi-hop;
6a30Bast CTaHIMS; MHOT0aIpECHBIH TpaduK; AeLeHTpaIN30BaHHbIEC CETH; ClIeLUaIbHbIe OECIIPOBOHbIE CETH; UHTEIUICKTYaJIbHbIC
MOOHIIBHBIE Y3JIbl; PEXKUM PEAILHOIO BPEMEHH; KJIaCCU(HUKALs IPOTOKOJIOB MapIIPYTU3ALIH.

86



